
QUANTITATIVE LINGUISTICS 

Volume 54 

Editors: 

Reinhard Köhler, Burghard Rieger 

Editorial Board: 

G. Altmann, Bochum

M. V. Arapov, Moscow

J. Boy, Essen

Sh. Embleton, Montreal

R. Grotjahn, Bochum

R. G. Piotrowski, St. Petersburg

J. Sambor, Warsaw

A. Tanaka, Tokyo

Juhan Tuldava 

METHODS 

in 

Quantitative Linguistics 

preface by G. Altmann 

 

• Wissenschaftlicher Verlag Trier

























































3 

On the Measurement of Correlation 
Between Qualitative Features in 

Linguistics: Contingency of Alternative 
Features 

To determine and measure correlations (dependences) between various qualitative features of the object 
of study, many sciences make use of the coefficients termed coefficients of contingency. This paper 
is concerned with a specific type of relationship - contingency of alternative features as weil as with 
ways of contingency identification, measurement and interpretation. 1 

1. 2 x 2 Table

To analyze contingency of alternative features we shall limit ourselves to two di­
chotomous variables, that is, each of the two can have two values: A1 and A2 (or 
A and non-A) and B

1 
and B2 (or Band non-B), respectively. Consequently, there 

are four possible configurations of their conjoint appearance: (A1B1), (A1
B2), 

(Aß1
) and (Aß2). 

Table 1 
2 x 2 contingency table 

BI B2 Total 

A1 D11 D12 D 1 . 

A2 D21 D22 D
z.

Total D.1 n.2 n 

1 For some recent works on the analysis of contingency tables in linguistics see, e.g.,
Grotjahn (1979, chap. 12), Altmann (1987), Schulz & Altmann (1988), Ivanyuk (1989), 
Andreev (1990), Hammer! & Rogali6ska (1992), Silnitsky (1993). 
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Characteristics of style 

The experts evaluated the style of the texts independently, not knowing the 
judgements of the other experts. They were free to reason about the meaning of 
the characteristics proposed for analysis. When asked afterwards what their 
motives of judgement were, most of them spoke of a "general impression" un­
derlying the process of evaluation of the concrete stylistic features, adding that 
in some cases they considered the features to be based on binary opposition, for 
instance, concrete (-abstract), exact (-vague), dynamic (-static). Some of the ex­
perts explained that their decision depended on the analysis of the language of 
the texts, for instance "emotionality" was connected with frequent use of words 
denoting emotion, expressing feelings as against matter-of-fact referential words 
used in narration. An important role was assigned to the concrete subject matter 
treated in the book, so the characteristic "dynamism" was brought into relation 
to combat in combination with corresponding lexical means. One expert pointed 
out that the proposed stylistic features should be divided into two separate 
groups: subjective and objective characteristics, the first ones being objects of 
pure personal estimation and the second ones expressing general stylistic 
qualities (such as "popularity of language", 11verbosity, 11fluency of language11).1

The results of the expert judgements were presented in the form of tables 
separately for each characteristic and for each text. As an example we present 
expert estimations of the intensity of stylistic features in Text 1 (Table 1). For 
a more compressed presentation of the data received, usually the average values 
of estimates for the given characteristic or text were calculated. However, it is 
important to stress that on an ordinal scale the intervals need not be equal, and 
the experts' evaluations should be regarded as rank values. In such a case, in 
order to reveal the central tendency of evaluation, not the arithmetic mean is 
calculated but rather the median (Md), i.e. the value of the estimate which is 
situated in the middle of the ordered list of values (arranged from the smallest 
value to the largest, or vice versa). With an even number of values, as in the 
present case when we have the evaluations from 10 experts, the median is cal­
culated as the average value of the two central values. For example, the evalua­
tions of 11emotionality" of Text 1 are distributed as follows (see Table 1): 3 4 4 
4 4 5 5 5 5 5. In this ranged series the median is situated between 11411 and 115 11,
i.e. Md= (4+5)/2 = 4.5.

Comparing the Md values with the corresponding arithmetical means (x) in 
Table 1 we see that they do not differ much from each other. Only one obvious 
difference can be noted, namely in the evaluation of the characteristic 11intellec-

1 Cf. Dolefol (1969) who distinguished between three classes of stylistic features:
subjective, objective and subjective-objective features (cf. also Enkvist 1974; Grotjahn 1979). 
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Characteristics of style 

tuality" (Md = 4, x = 3.3). We see, e.g., that one expert (No. 3) has assigned 
the mark 111" to this characteristic, whereas most of the other experts have given
the mark 114 11 to the same characteristic. An analysis of such extreme values can
be of interest when investigating expert judgement in detail (e.g., the problem 
of competency or originality of their judgements), but in our case we are 
foremost interested in obtaining average values as indicators of group decision, 
assessing that the experts were highly qualified professionals. In principle, the 
median should be preferred as it is not affected by the size of extreme values 
(occasional or not occasional). Apart from this, we can use medians in case of 
doubts over the correct distributional assumption. 

Table 1 
Expert estimations on the intensity of stylistic features (characteristics) 

in Novel 1 (AB) 

Chracteristics Experts (j) 
(i) 

1 2 3 4 5 6 7 8 9 10 l:xi xi s, v, Md 

1. Emotionality 5 4 5 5 5 4 5 4 3 4 44 4.4 0.70 0.16 4.5 

2. Intellectuality 2 3 1 4 4 4 4 4 3 4 33 3.3 1.06 0.32 4.0 
3. Concreteness 5 4 3 3 3 3 4 3 4 4 36 3.6 0.70 0.19 3.5 
4. Thoughtfulness 3 3 1 2 3 4 4 4 2 3 29 2.9 0.99 0.34 3.0 

5. Eventfulness 3 4 4 4 2 3 4 4 3 3 34 3.4 0.70 0.21 3.5 
6. Expressiveness 4 4 3 4 5 5 5 3 3 5 41 4.1 0.88 0.21 4.0 

7. Saturation with de-
tails 5 4 5 4 5 5 5 3 4 5 45 4.5 0.71 0.16 5.0 

8. Dynamism 3 3 2 3 4 3 4 3 3 3 31 3.1 0.57 0.18 3.0 

9. Verbosity 3 4 2 3 3 2 2 3 3 2 27 2.7 0.67 0.25 3.0 

10. Clarity 3 3 5 5 4 5 5 3 3 4 40 4.0 0.94 0.24 4.0 

11. Readability 3 4 5 5 4 4 4 3 3 4 39 3.9 0.74 0.19 4.0 

12. Laconicism 2 1 4 3 3 3 3 3 2 4 28 2.8 0.92 0.33 3.0 

13. Popularity of
language 3 2 1 2 2 2 2 2 2 2 20 2.0 0.47 0.24 2.0 

14. Fluency of language 3 4 5 5 4 3 4 3 3 3 37 3.7 0.84 0.23 3.5 

15. Artistic perfection 4 4 2 3 4 4 5 3 3 4 36 3.6 0.84 0.23 4.0 

Total 51 48 55 60 44 520 3.47 - - 3.5 

51 55 54 48 54 

xu - data on scores (mar s); x - ar1tlm1e11c means; s, - stamtard c.ev1a11011s; v, = s/x -
coeefjicient of variation, Md - median 
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Text length and vocabulary size 
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The Ratio of Word Formsand Lexemes 

in Texts 

An important quantitative-typological indicator of language is the size interrelation UV (or 
VIL), i.e. the ratio of the number of lexemes to that of word forms (or vice versa). To a cer­
tain extent this interrelation characterizes the morphological structure of a language from the 
quantitative point of view, making it possible to estimate the degree of its analyticism/ synthe­
ticism. The problem is also of practical importance for automatic text processing. In this ar­
ticle we shall deal with the interrelations of L (number of lexemes), V (number of word 
forms), and N (text length) in their statics and dynamics on the basis of illustrative examples 
from various languages.1

1. Analyticism/syntheticism of languages

The higher the ratio UV (i.e. the quotient of the division of the number of dif­
ferent lexemes by the number of different word forms in a given text), the more 
analytical is the language of the text, since in this case the number of different 
lexemes approaches the number of different word forms and, consequently, the 
average number of grammatical forms per word (lexeme) in the text is smaller. 
And on the contrary, a higher ratio V/L shows that in the given text the average 
number of word-changing forms per word is larger and the language of such a 
text should be regarded as more synthetic. At the same time it should be taken 
into account that the quantitative degree of analyticism/syntheticism is 
susceptible to changes in the length (size) of the text (N). Experience has shown 
that as the text is lengthened up to a certain limit, the ratio UV decreases 
steadily, while the ratio V/L increases correspondingly. This tendency can best 
be illustrated on the basis of one and the same text (see Table 1). However, if 
the text is made very long, the influence of a certain regularity - the appearance 
of rare words - will make itself ever increasingly felt; passing over to text 

1 Here as weil as later on the term 'lexeme' designates word as a whole (belonging to
a certain part of speech), including all its meanings and grarnmatical forms, whereas a 'word 
form' is but one of the grammatical forms of a word. For instance, the lexeme MAN includes 
the word forms man, man's, men, men's and the meanings 'human being', 'male person', 
male servant', etc. 
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