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Dynamic Aspects of Text Characteristics 

Reinhard Köhler & Matthias Galle, Trier 

1. The use of indices of o,ne two, or more variables, such as the verb-adjec­
tive-ratio (V AR) aud t:he type-token-ratio (TTR) and many others, as measures 
for a given property is fundamental to a wide range of quantitative text analyses 
(cf. bibliography in Altmann 1988). When designed in a mathematically correct 
and LinguisticaUy appropriate way (Altmann 1988: 18ff.) they can serve various 
theoretical and practical purposes, e.g. description, comparison, and classification 
oftexts witll respect to style, genre, language, etc. , authorship detenrunatio.n, and 
many more. 

All ofthese indices, however, have in common that they represent one ofthe 
features of a whole text by a single number • regardless of its length and its 
dyuamic properties. As fär as we can say, texts are neither homogeneous nor 
regular with respect to their (qualitative and quantitative) properties. Tl1erefore, 
in mauy cases other rneasuring methods are preferred, e.g. entropy and repeat 
rate which can express the degree of inhomogeneity but are single numbers too. 
When.ever possible, frequency or rank distributious should be considered, since 
they enable us to apply all the powerful tools of analytical statistics in pat1icular 
of tesl tbeory and stimulate us to set up hypotheses. 

Several attempts to investigate the dynamics of a feature in the course of a 
text have been made, in pa.rticular using a TTR measure repeatedly either for 
each word of the text or for every n-th word (Fig. 1 shows an example). 
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Figure 1. The TTR dynamics of "Das Schloß" (Franz Kafl<a) 
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Figure 2. The verb-adjective-ratio in "Das Schloß" (Franz Kafka) 
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Figure 3· The VAR of an artificial "text" 
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102 R.J. Chitashvili & R.H. Baayen 

where the additive term e"(m) is conditionally centered 

For the expected spectrum we have the recursive equations 

= V(m) + V(m-l) ( l-q)(m-l) -
n n 

n 

V"( l) + 1 - V( l)� 
n 

n 

vn + q.

V (m)
(l-q)m

n 
n 

(110) 

(111) 

(112) 

(113) 

(114) 

Now recursive equations for the relative expected spectrum can be obtained 

a (m) = a(m) + ![( l-q)(m-l)a (m-1 )  - ((l-q)m + l)a"(m)] (115)
n+l n n n 

which tells us that the limiting law 

(116 )  

- i n  fact it can be shown that this convergence and moreover the law o f  large
numbers

V(m) 
-"- ➔ a(m), n ➔ oo 

vn 

(117) 

takes place here - should be the solution of the equilibrium or steady state 
equation 

(1 - q)(m - l)a(m - 1) = ( (1 - q)m + l)a(m). 

The solution to (118), 

rc1 + -'-) rc ) a(m) = t - q 
• __ .......;...m __ _ 

1 - q [(m + -'- + 1) 
l - q 

is a particular instantiation of Simon's (1960) model. 

(118) 

(11� 

Word frequency distriblltions 103 

For a slightly more general model where an element with frequency m, m > 
0 can be re-used proportionally to its relative frequency but in which the prob­
ability that a new word occurs on the n-th stage is proportional to the total prob­
ability of unused words, we have 

(120) 

Note that the probability of generating new words will now eventually decrease 
to 0. If the structural distribution 

?f the general population satisfies the condition (104 ), then the steady state law 
IS 

a(m) = r(m)f(l + cu) 
,f(m + 1 + ar) 

the beta function of Yule (1924). 

(121) 

Both the Yule distribution (119) and what we have called the Yule-Simon 
'law' 

a(m) (m + ß - l)(m + ß) '

which we have found to be the more useful expression for the analysis of texts, 
are special cases of the 'law' advanced by Simon (1960:69) on the basis of a 
birth and death process model for the population dynamics, 

a(m) = A')..,m B(m + c, d - c + 1) , 

with B(.,.) the Beta-function and with parameters c, d, Ä. defining the birth and 
death probabilities and with normalizing constant A. For specially chosen para­
meters and A fixed at unity both models can be derived. Interestingly, the Wa­
ring-Herdan-Muller model, which includes the two above versions of Simon's 
model, can be obtained along similar lines when the probability ofre-using some 
word is a linear function of the frequency of that word ( see Khmaladze and 
Chitashvili, 1989). 
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