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Preface

The present volume unites twenty-three contributions firernational schol-
ars, all renowned experts in the field of quantitative lirstjgs. The contri-
butions were presented at the Quantitative Linguisticsf@emce (QALICO
2009), standing in a tradition of previous meetings orgadhizy the Interna-
tional Quantitative Linguistics Association IQLA{w.1iqla.org) in Trier
(Germany), Moscow (Russia), Helsinki (Finland), Prahag@¥a), and Athens
(Georgia, USA). @ALIco 2009 was organized in co-operation with the Uni-
versity of Graz (Austria), particularly the Institute fofa8ic Studies, Sept.
17-20, 2009; without substantial support from Graz Unigrearticularly
the Faculty of Arts and Humanites, and the Office for the Goremt of the
Province of Styria (Department of Science), the conferemud as a conse-
quence, this volume, would not have been possible, andutrig/ish to express
our gratitude to all these benevolent sponsors.

Generally speaking, issues of quantitative linguistics Iotoad understand-
ing of this term were the focus of the conference, and theg 8hape the
general profile of the present book. As a discipline, quati# linguistics
typically follows a specific scientific paradigm: in this tretical framework,
(qualitative) linguistic hypotheses are ‘translatedbimjuantitative terms and
tested by means of statistical procedures. The results rategfiantitatively
interpreted, which leads to either the rejection or theimetant of the hypoth-
esis; only then are they, after some kind of ‘re-translaiiaio linguistic terms,
qualitatively interpreted and embedded into theoreticalepts. The applica-
tion of mathematical and statistical methods thus is noa®itained aim or
objective in a quantitative linguistics framework, but arecessary step in the
logic of science.

In detail, against the background of this general appraaetgomplex rela-
tions between ‘text’ and ‘language’ are specifically foaisethe contributions
to this volume. Over the last decades, a number of laws andygetheses
have been developed, and often we do not have sufficient legm@labout the
boundary conditions of them, that is, if they are relevamtlémguage as an
abstract construct, or if they are (also) valid for conciatévidual texts, or
groups, or types of texts, etc. This fact explains why sonmérdmutions, in this
point rather following the tradition of linguistics in a mawer understanding,
focus on language as a whole (be it conceived of as a set af agexn abstract
model of concrete or possible utterances, or even difffgenthereas others
concentrate on individual texts; why some contributiorcai®questions of text
typology, and others are concerned with problems of indiaidexts.
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Given such a broad horizon of quantitative linguisticssihdt astonishing
that there are many implicit or explicit points of contacthwior even technical
references to neighboring disciplines — not only to matht@sastatistics, or
information sciences, but also to computer linguisticspas linguistics, liter-
ary scholarship including individual and inter-individs#ylistics, and others.
After all, quantitative linguistics turns out to be genudinaterdisciplinary,
and the fact that many contributions are authored by moredha personis a
clear indication of this circumstance. It seems that tinfésdividual and sep-
arate work in ivory towers is passing by also in the humasiitésd the need
for interdisciplinary and international co-operation beres more and more
obvious.

Such common endeavors cannot be realized without persomahanica-
tion, notwithstanding the rapid developments and chanfigéobal commu-
nication techniques which, without a douobt, clearly aéx everyday work.
Personal contacts are indispensable, and it is self-evidatthey can be real-
ized only if the scientific work is supported as, in our casethe institutions
mentioned above. In this context, we are well aware of thetfeat ‘behind’
all these institutions there are always individual pergornghom our gratitude
should be explicitly extended here. Additionally, we wantrtention some per-
sons, without whom the present volume would not have gotteffimal shape:
Christoph Eyrich and Werner Lemberg have been helpful ilouarissues of
IATEX 2¢ problems, Eric Wheeler has done a wonderful job in editihteats,
and Veronika Koch has done perfect work in supporting thedayork and in
preparing the author and subject indices at the end of thisne.

Peter Grzybek
Emmerich Kelih
Jan Macutek



Quantitative analysis of Keats’ style: genre
differences

Sergej Andreev

1 Introduction

One of the main objects of stylometric analysis — retriefahe information
to characterize individual style (author’s stylome, fingérts) — is connected
with an important issue of style stability. If, on the one Haresearch, aimed at
authorship detection, classification of styles, etc., isallg based on implicitly
accepted assumption of the existence of constant, unchbaleggtyle markers,
on the other hand, there does not seem to be any doubt nowtabaatriability
of style of an author over time and in different genres (Geldfand Hoover
2008; Grzybek et al. 2005; Juola 2007; Kelih et al. 2006; Radi2006: 613).
Of the two types of variability we shall focus on genre styiffedences.

Quite a number of studies have presented convincing argisrimegiavour of
the variation of style in different genres (Grzybek et aD20Kelih et al. 2006;
Martynenko 1988; Rudman 1998). Nevertheless, there extigtgispect, which
makes the question of genre differentiation far from bemgal. The prob-
lem may be formulated as follows — can such differences gisapover time
and, secondly, are there any factors which can obscuregaryveirsa, intensify
stylistic genre differences? Baevskij shows the posgjili the disappearance
of genre style distinctions. In his study (Baevskij 200158 he found that
stylistic genre differences between odes, elegies, idgiggrams, epistles and
some others existed in the poems by Lomonosov, DerzhaviayKan, Krylov
and other Russian poets in the second half of the 18th ceiturgompletely
disappeared in Russian verse texts during 1813—-1820.

Our paper deals with the second of the above-mentionediqueston-
cerning the factors which can influence genre differencesoig such factors
we shall analyze the ‘cultural relevance’, or, rather, tmgs rate’ of poetic
works. This study is based on the analysis of the poems byigEngimantic
poet John Keats whose posthumous influence on English peatonsidered
now to be very strong and whose works, though severely izeicby his con-
temporary critics, are now recognized as an important ekinethe cultural
system of present-day life.
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2 Data sources

One important aspect, which is usually ignored, consistaarking out the
strategy of selecting the data sources for such a study, ane generally, for
any stylometric research. We consider it reasonable tndisish between the
works by an author that received general recognition of élaeling public and
critics, or were distinguished by the author himself, andthe other hand, po-
ems that are less prominent, less culturally significantést cases this issue
is not raised at all and texts by an author are taken indigcaitaly, regardless
of their ‘popularity rate’ or the author’s estimation.

In this research we make such a distinction between poermsithanore
‘relevant’ and works that are less ‘relevant’ for the authareative activity
judging by the author’s opinion. In this case, informatidroat whether the
author included a given poem for publication in his colleot of works or not
may be used as objective criteria. We assume that the chbtbe @author in
such cases reveals his priorities in matters of expreskiewjsion of what he
considers as his proper style.

For the present analysis two lyrical genres were chosemeterand odes
written in iambic pentameter. Lyrics reveal most vividlyetimdividual world
of an author, his specific traits of expression. As for therggnit should be
noted that many of Keats’ sonnets and odes are considereg ambng the
best works written by romantic writers. The restrictionttihee imposed on
the meter by analyzing poems of the same metric scheme (@gmebitameter
verses) is due to the necessity of achieving homogeneapsditic material for
comparison. It should be noted that Keats wrote in iambit¢graater most of
his works belonging to these two genres. Keats’ creativegdasted for about
six years from 1814 till 1819. In the above-mentioned metaird) his life
Keats published in two collections (in 1817 and 1820) 17 sts(afterwards
referred to in this paper as ‘Sonnets [1]') and 5 odes (refeto as ‘Odes’).
The list of these poems is given in Appendix A.

Besides these works Keats wrote a number of sonnets whicldheotl
include in his collections. Some of them were not publishaednd) his life
at all and became known only after his death. Out of theseetsrwe chose
at random 18 poems (about 50% of such sonnets), forming ome olass
‘Sonnets [2]'. The list of these sonnets is also presentépimendix A.

3 Characteristics

In choosing characteristics for the analysis we were guldethe following

criteria. Characteristics must be well distinguished falty) their number must
be less than the number of the analyzed texts, they must ¢pgeeiné enough in
the texts. Besides, which we consider as very importansetitharacteristics
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must reflect essential features of lyrical poems, and bdqadigtand linguis-
tically relevant. This last condition, of course, introésccertain restrictions
into research, changing its perspective from looking for faature that pos-
sesses discriminant force to testing the discriminantevafiana priori formed
feature scheme.

Due to these requirements and based on our preliminary malpdata
experiments the following list of characteristics was fednlt should be men-
tioned that this feature set on the whole is based on the sipeaposed by
Baevskij (Baevskij 1993), though a number of changes werednced. The
methodology for rhythm description is used according tdifiskaja (1976).
Our feature set includes rhythmic characteristics (absenstress on ictuses
1-5; stressed anacrusis; feminine and dactylic clausoited;characteristic of
rhyme (inexact rhyme); syntactic characteristics (beigigrof enjambement,
syntactic pauses, lines which end in exclamation or questiarks — “em-
phatic end”, inversion — partial and complete). A more detaexplanation
of the characteristics may be found in Andreev (2006). EXamftom Keats’
poems are given in Appendix B.

4 Method

In order to establish whether there is any difference beatviee poems of these
two genres we used discriminant analysis (Warner 2008f§50his method
has been successfully used by linguists in data mining relsgiacluding prob-
lems of classification and author attribution (Grzybek eR05; Kelih et al.
2006; Mikros 2006; Tambouratzis et al. 2004).

5 Results

At the first stage of our analysis the aim was to see if theramyecharacteris-
tics which differentiate between two groups of texts: sagriacluded into the
author’s collections (Sonnets [1]) and odes, and if theeesach variables, to
find out how they contribute to the discrimination. As a résfithe discrimi-
nant analysis it was found that the two groups of texts dgfgnificantly. As
seen in the histogram (see Figure 1, p. 4) the oppositiorectinnets and odes
is clearly marked.

The following characteristics from the list of featuresegivabove were in-
cluded in the discriminant model: inexact rhyme, omissibstess on ictuses
1, 3, 4, 5, feminine and dactylic clausula, emphatic endal also found out
that four features were more characteristic of sonnetsqsion of the stress
onictuses 1, 3, 4 and feminine rhyme) and the other four — e§oBrom the
point of view of their localization, the characteristicssgessing discriminant
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Figure 1: Histogram for two text groups (Sonnets [1] vs. Odes)

force express mostly the properties of the end of the line rEsults of post
hoc test are very good, as seen from Table 1, in which rowslzsereed and
columns are predicted classifications.

Table 1:Classification matrix: Sonnets — Odes

Percent correct Sonnets Odes
Sonnets 100 17 0
Odes 100 0 5
Total 100 17 5

At the first stage of analysis each ode was taken as a whole@mithe
other hand, since odes consist of a number of stanzas, isdspalssible to
replace complete odes by stanza sequences. Inclusionarasetanzas into
the analysis changes the number of members of the ode atms&fcomplete
odes) to 23 (stanzas), bringing the total number of all caé#se two classes
to 40. Discriminant analysis in this case again shows a dengbly good sep-
aration of sonnets and odes (Table 2). The results of thisatesnuch better
than could be expected. Indeed, it was difficult to expedtdtenzas would be
so homogeneous in the odes with only two of them deviatinicadigt from
their class centroids.

Table 2:Classification matrix: Sonnets — Ode stanzas

Percent correct Sonnets Ode stanzas

Sonnets 823 15 2
Ode stanzas 920 2 21
Total 9000 17 23
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At the next stage of analysis the sonnets which Keats didmubdde into
his collections were added (Sonnets [2]), bringing the nendd classes to
three: Sonnets [1] (17 texts), Sonnets [2] (18), Odes (5§ fEsults of the
discriminant analysis are displayed in Figure 2. This diagshows a clearly
marked separation between Sonnets [1] and the rest of tmag@ainction 1).
The opposition between Sonnets [2] and odes is almost coetyptesutralized.

o Sonnets 1
o Sonnets 2
5 o Odes

-5 -4 -3 -2 -1 0 1 2 3 4 5

Figure 2: Discriminant analysis: three text groups (Sonnets [1] +&t#[2] — Odes

The discriminant model consists of the following chardstars: feminine
and dactylic clausula, omission of stress on ictuses 3,idg&act rhyme, par-
tial inversion. The characteristics which are more typafadach of the three
classes are presented in Table 3 (elements of Function 1jalvd 4 (Func-
tion 2). The second function, as it was mentioned above, bBaslittle rele-
vance in differentiating classes of Sonnets [2] and Odes.

Table 3:Elements of Function 1

Sonnets [1] Sonnets [2] and Odes
Feminine rhyme Dactylic rhyme
Unstressed ictus 4 Unstressed ictus 5
Partial inversion Inexact rhyme

The members of this model are almost the same as the chéstcssof the
model differentiating Sonnets [1] and Odes. Partial inkegrs this new model
replaced Ictus 1 and Emphatic end from the previous one., litgremost of the
features, except Ictus 3 and Partial inversion, reflect tbpgrties of the end
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Table 4:Elements of Function 2

Odes Sonnets [2]
Inexact rhyme Unstressed ictus 3
Unstressed ictus 5 Dactylic rhyme

of the line. But the efficiency of this new discriminant modetonsiderably
lower than of the model which was obtained for two classes.

Post hoc classification (Table 5) is, generally speaking bad for three
classes (80%), but it reflects the opposition of poems ofdheesgenre: instead
of the opposition of sonnets and odes here the oppositiomoh&s [1] and
Sonnets [2] takes place. In other words the style differémeennets, selected
by the author for his collection of works, and the rest of tharets is much
more pronounced than style difference of different genres.

Table 5:Classification matrix: Sonnets [1] — Sonnets [2] — Odes

Percent correct Sonnets [1] Sonnets [2] Odes

Sonnets [1] 9412 16 1 0
Sonnets [2] 833 2 15 1
Odes 2000 1 3 1
Total 8000 19 19 2

Figure 3 reflects the results of the analysis of the same tinags, when
instead of complete odes their stanzas are taken. Here tigaimain oppo-
sition takes place between Sonnets [1] and other poemgifdisant Func-
tion 1). Discriminant Function 2 introduces a very slighdttfiction, if any at
all, between Sonnets [2] and ode stanzas.

6 Conclusion

The results obtained prove the correctness of the hypathieat in the lyrics
by Keats there exist genre differences. The latter wereatedewith the help
of formal linguistic features. It should be stressed thatenof these features,
used here for the genre distinction, has ever been diresslycated with either
of the genres.

The results showed that odes are opposed to the sonnety tmpstle end
of the line parameters. Genre differences are observed wketompare the
texts that were selected by the author for his collectiomgreas in other cases
this distinction is obscured. A possible explanation ig Keats, choosing po-
ems for his collections, was more conservative in mattegeafe distinctions
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-3 o Sonnets 1

o Sonnets 2

4 o Ode Stanzas
-4 -3 -2 =1 0 1 2 3 4 5

Figure 3: Discriminant analysis: three text groups (Sonnets [1] ®&ts[2] — Ode
stanzas

than when he wrote them. His preference for certain texestyfanization
coincided with subconscious attempts at preserving toadit canons.

This phenomenon of distinction between works preferredrbgghor and
works, which he values less, needs, of course, further figa®on by means
of enlarging the list of parameters (including, e.g. word aentence length,
parts of speech, syntactic relations characteristicsjedlsas increasing data
sources. Different reasons may be offered for such disoes, but whatever
explanation is suggested, if this phenomenon is observesttier writers, sty-
lometric studies will have to consider carefully the satetbf data sources.
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Appendix A
Sonnets [1] (17 sonnets)

To My Brother George; To ******; Written on the day that Mr. ligh Hunt
left Prison; “How many Bards gild the Lapses of Time”; To a&nid who sent
me some Roses; To G.A.W.; “O Solitude! if | must with thee Itiwkd My
Brothers; “Keen, fitful gusts are whisp’ring here and theréTo one who has
been long in City pent”; On first looking into Chapman’s Homén leaving
some Friends at an early hour; Addressed to Haydon; Addesséhe Same;
On the Grasshoper and Cricket; To Kosciusko; “Happy is Emglé could be
content”.

Sonnets [2] (18 sonnets)

To Lord Byron; “As from the darkening gloom a silver dove”; Ghatterton;
Written in Disgust of Vulgar Superstition; On the Sea; “Aftiark vapours
have oppressed our plans”; To Leigh Hunt, Esq.; On SeeingElgin Mar-
bles; To Mrs Reynolds’s Cat; On sitting Down to Read King L@ace Again;
“When | have fears that i may cease to be”; The Human Seasanktomer;
To Sleep; “If by dull rhymes”; On Fame (I); On Fame (II); To — .

Odes (5 odes — 23 stanzas)

Ode to a Nightingald8 stanzas)Ode on a Grecian Urr(5 stanzas)Ode to
Psychdg4 stanzas)Pde on Melancholy3 stanzas)Jo Autumn(3 stanzas).
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Examples, illustrating charateristics, used in the ansilys

Ictus 1:
Ictus 2:
Ictus 3:

Ictus 4:
Ictus 5:

Stressed anacrusis:
Feminine clausula:
Dactylic clausula:

Inexact rhyme:

Enjambement:

Syntactic pause:
Partial inversion:
Complete inversion:

Emphatically marked
end of the line:

After dark vapours have oppressed our plains / Fon@ |
dreary season, comes a day (“After dark vapours have
oppressed our plains”)
That scarcely will the very smallest shé&inthe Sep
Wasting of old Time — with a billowy mairOp Seeing
the Elgin Marble}
I am no happy shepherd of the dat ¢**** )
And, as | feasted on its fragrandy(a Friend who sent
me some Rosgs

Listen awhile ye nations, and be déddréssed to the
Samé

| shall as soon pronounce which grace meatly To
G.AW)

For | am brimfull of the friendliness (&€n, fitful gusts
are whisp’ring here and there”)

Regions of peace and everlasting love; ] [.Taste the
high joy none but the blest can provésg from the dark-
ening gloom a silver dovg”

That is the Grasshopper’s — he takes the laadimimer
luxury — he has never done / With his delights (On the
Grasshopper and Cricket)

Minion of grandeur! think you he did wait®iften on
the day that Mr. Leigh Hunt left Prison)

E’en now, Dear George, while this for yeurite (To My
Brother Georgg

Happy is England! | could be content s&e no other
verdure than its owr'Happy is England! | could be con-
tent”)

For what a height my spirit is contendingD( leaving
some Friends at an early Hour






Word-length-related parameters of text genres in the
Ukrainian language. A pilot study

Solomija Buk, Olha Humenchyk, Lilija Mal'tseva,
Andrij Rovenchak

1 Introduction

Text styles and genres are described in various linguistlddi— stylistics,
communicative linguistics, gender linguistics, hermdiosy rhetorics, statis-
tical linguistics, etc. — from different points of view. Befent parameters are
applied to attribute the genres. But in general they do notredict but rather
supplement each other. However, none of these approactoeptestatistical
linguistics, proposes an automatic way to differentiate glenres. Presently,
machine text processing is becoming more and more impodadta correct
genre attribution is significant for automated translagion

The objective of the present paper is to check the possilafigenre at-
tribution of Ukrainian texts using automatically obtaifalparameters. The
methods based on part-of-speech (PoS) or morpheme an@fderebyjnis
1967; Karlgren and Cutting 1994) are not suitable as onlgeddexts can be
processed in such a way. The Ukrainian language is an irdfteadtone, so the
PoS annotation is basic for it. A correct lemmatization ofrdgin texts is,
however, quite a complicated and long procedure.

Word-length studies are a good alternative because “raxts tevith only
little work on preprocessing, can be analyzed.

2 Parameters for genre attribution

While many text genres have been identified, only some of thawe been
subjected to a more detailed analysis, e.g., fiction (béditsrs), journalistic
or scientific texts. In this work, we focus on some less-g#ddienres: pri-
vate letters, open letters, cooking recipes, sermons gtsyand parliamentary
speeches. A couple of scientific texts are involved for canspa.

For the texts, various parameters connected with word lteogtinted in
syllables were calculated, in particular: mean word lengg¢itond central mo-
ment, dispersion quotient, fraction of multisyllabic werl.e., those having
four and more syllables), etc. In finding the set of varialples/iding the best
separation to prescribe a correct genre attribution wemehe results of Kelih
et al. (2005).
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The number of syllables was defined by counting the vowelgwtorre-
spond to the following graphemesa<e, u, i, o, y, 4, €, 1, 10>. It is worth
noting that auxiliary words having no vowdl, (s, 3, it) were treated as zero-
syllable words, not as clitics of the respective full-mewmnivords (cf. Grzybek
and Altmann 2002; Buk and Rovenchak 2007). The followin@paaters were
calculated:

1. mean word length in syllables; :

rﬂl:1 X,
s

whereN is the number of words in a given tex, is the length of the
i-th word;
2. dispersion of word length (second central moment)

w:%ZM—mﬂ

3. dispersion quotierd:
p q mp

m—1
4. fraction of four-syllabic wordgy:
Psa= N4/N )

whereN, is the number of four-syllabic words in the text;
5. fraction of five-syllabic wordgs; and some others.

d:

Two variables, the dispersion quotied) @nd the fraction of four-syllabic
words (p4), make a pair of variables adequate for the separation offgpgen-
res in Russian, which is also an East-Slavic language (skle &teal. 2005).
The points corresponding to texts are plotted on thepy) plane (see Fig-
ure 1). We have analyzed 30 private letters, 20 open led#&sermons, 30
parliamentary speeches, 29 sonnet wreaths, and 31 coadeipts. Data for
some genres exhibit a good concentration with respect tdidpersion quo-
tient and the fraction of four-syllabic words variable$oadng separation, e.g.,
open letters versus private letters, epistolary genresugescientific texts, etc.
Sermons appear to occupy an intermediate region betweeremjlprivate let-
ters. Sonnets are well discriminated from cooking recipég. high dispersion
of sonnets is a bit unexpected and will be studied in moreildater.

The centers of distributions for studied genres shown irfithee are cal-
culated as simple arithmetic means of the coordinates ofehgective data-
points. The centers of parliamentary speeches and openslets well as the
centers of sermons and private letters are closely locatébeplane. Due to
the specifics of these texts, this fact seems quite logical.
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Figure 1: Texts of different genres on thd;(ps) plane

The issue of homogeneity of texts on the intra-genre leaain@ly, author-
ship, subject, etc. differences) arises in the study of g@riVe consider this
problem for the particular case of sermons. Figure 2 dematestno special
difference between sermons of different denominationsf@ssions) given
by the following abbreviations: AC (Orthodox, Autocephadd, GK (Greek-
Catholic), KP (Orthodox, Kyiv Patriarchate), MP (Orthodd4oscow Patriar-
chate), RK (Roman-Catholic). The sample thus appears hensmys.
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Figure 2: Sermons by denomination (usidgand p4)
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The whole analysis shows that a third parameter might bessace to
achieve better separations. Again, it is convenient tockefar such a param-
eter within the quantities obtainable automatically, vbhéxcludes methods
based on part-of-speech or morphemic data as not quitdbkuitanalysis of
graphemic and phonemic behavior of text may be a promisitegredtive; in
any case, more elaborate statistical methods must be dpplie

3 Phoneme frequencies
All the texts were processed to obtain the phonemic datayrdiog to the
grapheme-to-phoneme scheme described by Buk et al. (2008)phoneme

distribution is obtained for particular text genres as waslifor the whole cor-
pus. Table 1 shows the results for the first six ranks.

Table 1:Most frequent phonemes, by genres

Cooking Open Parliamentary Private
Sermons recipes letters speeches letters

o/o/ 010 o/o/ 010 a/a/ 010 a/a/ 010 a/a/ 0.11
afa/ 010 aj/a/ 009 o/o/ 0.09 o/o/ 010 o/o/ 0.09
w/i/ 006 wu/i/ 006 i/i/ 007 /i 007 eje/ 0.06
i/i/ 0.06 i/i/ 006 wu/i/ 006 wu/i/ 006 wu/iy/ 0.06
B/v/ 0.06 y/u/ 006 =u/n/ 006 e/e/ 006 i/i/ 0.06
e/e/ 005 efe/ 004 v/v/ 005 m/n/ 005 v/v/ 0.05

OO~ WNBE

The obtained rank-frequency dependencies (Figure 3) alteeeking the
hypothesis if the negative hypergeometric distributionniWder and Altmann
1999: 465ff.) yields a good fit for phonemes.

We confirmed this fact obtaining the following values of thistidbution
parametersK = 3.2317;M = 0.8003 C = 0.0085, the whole text collection),
K =3.1397M = 0.7813 C = 0.0140, for a particular subcorpus of sermons).
The results are shown in Figure 4.

4 Phonemes-related parameters

From the rank-frequency phonemic distributions, the feiig variables can
be defined in particular: line slope between first and secawst frequent pho-
nemes with relative frequencidg and f, : 5, = f; — f, or, more generally,
line slope betweeit andj-ranked phonemes;j = fi — fj. The slopes;», 53,
andsys are the most pronounced ones, cf. similar data on PolishiéRski
1981: 77ff.).
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Figure 3: Distribution of phonemes in different genres
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Figure 4: Fitting rank-frequency dependence for phonemes by thetirega
hypergeometric distribution (data analysis with Altmaritteff 2.1)

One can see from Table 2 that parameteasd p4 are not sufficient to dis-
tinguish some genres (e.g., open letters from parliamgsgaeches, or private
letters from sermons) as their values appear to be quite.dather parameters
related to word length, such ag andmp, do not help to solve this problem as
they have a similar behavior. If the parametgris considered, a better result
for an automatic genre attribution can be achieved. Indeehean value dif-
fers about twice in magnitude for the genres where otheregadue close. The
sign of the parametes;, corresponds to the slope “direction” and depends on
which phoneme is most frequerit/ or /a/. Further studies can establish if
this sign is relevant.
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Table 2:Discrimination by phonemes-related parameters (meaneiea values for
genre discrimination)

Genre my m d Pa Ps S12
Open letters B1 233 145 017 00814 -0.01064
Parliamentary speeches .52 218 143 018 00643 —0.00436
Private letters 6 149 156 008 00258 —0.01493
Sermons a5 166 145 011 00386 002979
Cooking recipes 33 171 129 015 00425 000977
5 Conclusions

From the presented material, we conclude that phonemeébdistmn can be
a good addendum to word-length-related parameters in gétnilgution. The

task is to relate the parameters to genres properly, defiheagomains of pa-
rameter variation for genres. Detailed analysis is reguioeachieve this goal,
with more texts and genres involved. Other automaticallgwtated parame-
ters might be necessary to obtain a better genre attributlaitivariate dis-

criminant analysis with respect to the calculated pararagtecluding word-
length and phonemic frequency data, is yet to be applied.

Acknowledgments. We appreciate discussions with Emmerich Kelih on the
issues presented. This research is done as a part of a jostitidntUkrainian
program (Project No. M/6-2009 from the Ministry of Educatiand Sciences
of Ukraine and WTZ Project UA 05/2009 from OAD)
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On the quantitative analysis of verb valency in
Czech

RadekCech, Jan Matutek

1 Introduction

It is a matter of common knowledge in linguistics that verlenay is a ver-
bal property which governs the other parts of a sentencéoffih valency
has been analysed in detail for more than fifty years (cf. Agedl. 2004),
some fundamental problems have not been resolved so faingtance, no
common criteria or tests for the distinguishing compleraamid adjuncts have
been found, despite the fact that a distinction between thlays a crucial role
in any valency approach (see Section 2). Since the abserites# criteria
seriously undercuts the whole conception of valency, thestion about the
validity or the suitability of the valency approach emerged

The goal of the present study is not to solve any of the funadéah@rob-
lems of valency. We just decided to test empirically whettaency, in spite of
the mentioned problems, reflects some important languagepy or mech-
anism. The only attempt, to our knowledge, to analyse vglemapirically
was presented in Kdhler (2005a), where some propertiesrof wadency in
German were observed: specifically the distribution of neyeframes of each
verb, the distribution of unique valency patterns, and tis&itution of com-
plement variants (a variant being the possibility to expeegiven complement
of the verb by different semantic roles). Also the relatlipdetween the num-
ber of complements of each verb and the number of complenagiainis was
observed. In all cases regular distributions were detegtéch means that the
distribution of observed entities could be viewed as a tedd diversification
process (cf. Altmann 2005). In the present study we follovhléds method-
ological approach; we examine the distribution of valemayrfes in Czech and
test the hypothesis concerning a relationship betweenuhar of valency
frames and word length.

The article is organized as follows: a very short overvievihaf main va-
lency properties, in the “traditional” sense, is given irct&mn 2; valency hy-
potheses which were tested are presented in Section 3pBécis focused
on a methodology and language material used for the hypeghesting; the
results are presented in Section 4; and the article is clogédrther research
proposals.
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2 Valency properties

Valency is usually viewed as a kind of a lexico-syntacticgay which “in-
volves the relationship between, on the one hand, the diffesubclasses of a
word-class (such a verb) and, on the other, the differemtsitral environments
required by the subclasses, these environments varyiigitie number and
in the type of elements. Valency is thus seen as the capaeitsbehas for com-
bining with particular patterns of other sentence constits” (Allerton 2005:
4878). In other words, valency “denotes the property of tbd\to claim or
to admit, respectively, particular kinds and forms of coempénts. The verb
opens up slots, in which the complements enter as argum@tesihger 1993:
303). More concretely, valency determines

(1) the number of complements, compare monovalent siedp
a. Baby-sleeps
versus bivalent vertrite
b. Mary— writes — the letter
versus trivalent vergive
c. Peter—gave — Mary — the book

(2) the form of the complements, compare végbk claiming adverbial
complementation:

a. Mary looks nice

NOUN VERB ADVERB

versus verlbring claiming nominal complementation
b. Peter broughtthe book,

NoOuUN VERB NOUN

(3) the meaning of the complements, compare the subjecteoferbsee
which is assigned as the experiencer:

a. Mary saw the house

EXPERIENCER PATIENT

versus the subject of the vekitk which is assigned as the agent
b. Peter kicked the ball

AGENT PATIENT

As we noted in Section 1, in any valency theory, a distincbetween oblig-
atory complements and facultative (optional) compleméithisy are usually
called adjuncts) of the verb plays a crucial role. Howevespite a huge en-
deavour (for more details see Buysschaert 1982, Herbst, Zz0ievova 1974,
Storrer 1992, Van Valin & LaPolla 1997) to find common crigeor tests for
distinguishing complements and adjuncts, a satisfyingaut has not been
reached yet (Comrie 1993: 906ff.). So, some authors adutit'ftjhe state of
distinction intoC [complement] andA [adjunct] and the position of valency
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theory suggests that an intuitively substantiated basi9 pas not yet been
sufficiently justified by theory. The different relationalteria — as far as they
are methodically applicable in a controlled way — yield $amresults in the
majority of cases but also opposite ones. There are no atieqiteria to eval-
uate the quality of the results. (..lt)seems likely, however, that valency is a
semantic phenomenon of which we have not yet found a clearorievhich
we perhaps have not even understood progéHgringer 1993: 307; emphasis
added by the authors).

It is clear that this fact seriously undermines the conoeptif valency in
general. In other words, how can one seriously talk aboutehey theory”
without clear criteria for determining one of the most intaot properties of
verb valency? Consequently, is not valency the notion whadthough it fits
one’s intuition, does not reflect any important languagehaatsm? Or even,
is it not just a matter of tradition?

Of course, the fact that the criteria have not been found ges chot neces-
sarily mean that valency is an “empty” or senseless noti@wever, if valency
indeed reflects some important language property or mesimarii is neces-
sary, according to us, to prove the validity of this notiorpémaally. Therefore
we tested two hypotheses concerned with (1) a regularhligion of valency
frames in a language and (2) the relationship between théauof valency
frames and the word length (several hypotheses on valencpedound in
Kdhler and Altmann 2009: 16ff.). So, if these hypothesesrarterejected, it
seems reasonable to consider valency as a linguisticalgnmeful notion.
Moreover, it will be possible to integrate valency to the exgretic linguistic
framework (Kéhler 2005b).

3 Valency hypotheses
3.1 Regular distribution of verb valency

Let us assume that valency, contrary to all problems relatede notion, re-
flects some important language mechanism and it could bed=yed as a verb
classification enabling hypotheses testing and the exjporaf relationships
between valency and other language properties. One of the efavaluation
of any classification scheme is an observation of rank-equ distribution.
It has been shown that “linguistic classification is ‘goddseful’ or ‘theoret-
ically prolific’ if the taxa follow a ‘decent rank-frequendystribution’” (Alt-
mann 2005: 647). The regular distribution is viewed as a eguence of a
diversification process and there is an assumption which 4agt if an en-
tity diversifies on one direction, the frequencies of theiltasg classes are not
equal but can be ordered according to decreasing frequéAdyiann 2005:
646). So, if valency represents a “theoretically prolifitdss, it should have a
regular distribution.
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3.2 The shorter the verb, the more verb valency frames

A relationship between the length of the verb and the numbealency frames
of the given verb should be a consequence of the relatiortsttipeen fre-
quency and length. In other words, the shorter the verb, thre firequent the
verb, and so the more frequent the verb occurs in more cantiextin more
valency frames.

3.3 Language material and methodology

The crucial aspect of the testing of the hypotheses lies th thee choice of
language material and the clear definition of valency. Addbguage data, we
have used the Czech valency lexicon Vallex 1.0 (Lopatkowh &003) which
contains about the 1400 most frequent Czech veNsllex 1.0 is based on
Sgall's theoretical approach known as the Functional Gativer Description
(Sgall et al. 1986, Hajova et al. 1998) and is closely related to the Prague
Dependency Treebank project (Hagit al. 2006).

As for definition of valency, we follow the Prague Dependemoyebank
approach and we use the Vallex 1.0 annotation. In this stueyake into ac-
count only those verb modifications assigned as obligaldrg.obligatoriness
of a verb modification is determined by means of a so-callatbdile test in
Vallex 1.0. The main principle of the dialogue test is defimsdfollows: “If
[speaker]A uses a sentenckand [speakerB asks himwh-question concern-
ing the participanP, A's answer might be “I don’t know” (without disturbing
the dialogue) if and only if the participaftis not semantically obligatory in
S’ (Panevova 1974: 15). More concretely, in the dialogue (@) answer “|
don’t know” is unacceptable, so the vetbmehas assigned obligatory com-
plementation “direction-to” and it is taken as bivalent iallex 1.0, although it
is properly used as monovalent in the “surface” sentencetstre.

(4)  A: My friends have come.
B: Where to?
A: *l don’t know.

On the contrary, in the dialogue (4) the answer “I don't knagvacceptable,
so the complementation “direction-from” is optional.

1. Concretely, verbs were selected as follows: the 1000 fnegtient Czech verbs, according
to their number of occurrences in a part of the Czech Nati@upus, were taken at the
beginning and then their perfective or imperfective aggaatounterparts were added, if they
were missing. For more details, see Vallex's 1.0 official vpelges:http://ufal.mff.
cuni.cz/vallex/1.0/ and the technical report (Lopatkova et al. 2006).
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(5)  A: My friends have come.
B: Where from?
A: 1 don’t know.

For the hypotheses testing we counted verb valency framehwbnsist just
of obligatory complementation (Vallex 1.0 comprises altweotypes of com-
plementation; these ones we omit in this study). It is neargssso to note that
we just counted formally unique valency frames; this me#as if the verb
has, for instance, two identical valency frames (as a carsgee of a semantic
shift), we count only one.

4 Results
4.1 Distribution of valency frames

As it can be seen in Table 1, the distribution of valency framéndeed regular
—in fact, so regular that there are many distributions witleiy good fit.

Table 1:Distribution of valency frames

X — Number of Number of verbs
valency frames  witx valency frames
1 815
2 319
3 152
4 73
5 38
6 17
7 7
8 7
9 4
10 2
11 1
14 1
17 1

Tentatively, we present the fit of the Good distribution @immer and
Altmann 1999: 219ff.),

pX
@ ()

wherea, p are parameters aritlis a normalization constant. We obtain an ex-
cellent fit (in terms of the chi square goodness of fit testhwit= 0.9693,

PX:C
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a = 0.6562,p = 0.6034). We do not claim that the Good distribution should
be a general model; here only the ‘smoothness’ or ‘regylasftthe distribu-
tion is demonstrated. Most probably the model would haveetonodified or
generalized when data from more languages are available.

4.2 Relationship between verb length and number of valerzeyds

The hypothesis “The shorter the verb, the more valency fsdimelso corrob-
orated, see Table 2. We note that the verb length was medswsgthbles and
the infinitive form of verbs was considered.

Table 2:Mean length of valency frames

X — Number of Mean length (in syllables)
valency frames of verbs witkvalency frames
1 340
2 314
3 297
4 271
5 245
6 241
7 200
8 257
9 150
10 150
11 200
14 100
17 100

Again only tentatively, we suggest the functigr= Cx2e % as a model.
The suggested model is a special case of a very general safeniwied by
Wimmer and Altmann (2005). The goodness of fit, although ootxcellent
as for the distribution of valency frames, is still satisiyi(R?> = 0.8959, with
C=3.6675,a=0.0308,b=0.0834). Some discrepancies (the observed values
are not decreasing) can be caused by relatively small niexdiererbs with
many valency frames (e.g., we have only one verb with 11 glérames,
which is one of two problematic cases).

5 Further research
The corroboration of the hypotheses presented in this slldys us to con-

sider valency as an important property of the language,igesmny obscu-
rities associated with this notion in linguistics. Neveitgss, further analyses
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should be done: first, it is necessary to observe valencyeptieg in other

languages; next, hypotheses predicting relationshipgdest valency and syn-
onymy, polysemy, frequency and the other language chaistats should be

tested. A fresh view to valency could be achieved by analisassed on va-

lency “in use”, meaning that the distribution of valencynfras given by both

obligatory and optional complements in actual languaggeisae the subject
of the analysis.

Acknowledgments. RadekCech was supported by the Czech Science Foun-
dation GACR (grant no. 405/08/P157: “Components of transitivitylgsia of
Czech sentences (emergent grammar approach)”. J&otblawas supported
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A link between the number of set phrases in a text
and the number of described facts

tukasz Debowski

1 Introduction

In this communication, we announce recent developmentsiefgprobabilis-
tic explanation of the Zipf law and the Herdan law. This diiee of research
was introduced by Debowski (2006) and the following theismalized by
Debowski (2009b), constitutes the core of the novel ireadion:

(1) If ann-letter long text describe® independent facts in a repetitive way,
where 0< B < 1, then the text contains at least/logn different set
phrases.

This paper covers our results very briefly. A longer disaussif the lin-
guistic relevance of our results, the detailed definiti@m] the proofs of the
theorems can be found in Debowski (2009b, 2009c). We hogieathr con-
structions provide a more plausible explanation of the Bipfand the Herdan
law for natural language texts than the well known monkeyjrtyg explanations
(Mandelbrot 1954; Miller 1957).

2 The main result

A formal version of the statement (1) was proved by Debow2Ki09b) as
a mathematical theorem for the computational model of seag@s and the
probabilistic model of texts as follows.

The definition of set phrases in textsThe set phrases contained in a text
will be understood as letter chunks that are repeated wiitigitiext sufficiently
many times. Formally, the letter chunks are defined as distionterminal
symbols in theshortest grammar-based compressiointhe text. Empirical
correspondence between such letter chunks and set phragesis in the lin-
guistic sense was observed to a certain extent (Wolff 1980 drcken 1996;
Nevill-Manning 1996; Kit and Wilks 1999).

Grammar-based codes are uniquely decodable codes whigiressra string
by transforming it into a special context-free grammar drehtencoding the
grammar as a less redundant string. An example of such a gearam
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Ar — A2AA4Asdear_childrenAsAgall.

Az — AgyouAs

Ag— As_to_ . (2)
A4 — Good_morning

A5 =

The constraint is that the grammar must generate only oy ss its pro-
duction. If we start the derivation with the symb%l and follow the rewriting
rules, we obtain the compressed text of a song:

Good morning to you,

Good morning to you,

Good morning, dear children,
Good morning to all.

In the shortest grammar-based compression of a longentexterminals
A often correspond to words or set phrases in the linguistises¢like New
YorK), especially if it is additionally required that the nomtenals were defined
as strings of only terminal symbols (Kit and Wilks 1999). hretfollowing,

a lower bound for the number of distinct nonterminal symbolthe shortest
grammar-based compression of a text will be given in termi@humber of
independent elementary facts described by the compressied t

The definition of facts and texts.Both the corpus of texts and the state of
affairs repeatedly described in the corpus will be modetaiadom variables.
Let Z1,25,7Z3,... be the logical values (true or false), with respect to the ran
dom state of affairs, of certain systematically enumerédgitally indepen-
dent propositions. We assume ttfat when interpreted as random variables
Zy, are equidistributed and probabilistically independ&uich variables exist
if the space of possible states of affairs is sufficiently ptawr, namely, if the
possible states of affairs generate a nonatamield (Debowski 2009a)Z’s
will be called (elementary) facts. On the other hand, lefX_1,Xg, X1, X, . ..
be the consecutive letters of the corpXs,We suppose that each elementary
factZy can be ultimately inferred from the corpus if we start regdirirom an
arbitrary position, i.e., giveXm 1, Xmi2, Xm3, - .. foranym.

Formally, we shall assume that variab¥s Q — X take a finite number of
distinct values and form a stationary strongly nonergoditdienergy process.
A nonergodic proces¥;)icz is a process such that there exist functigps
X* — {0,1} and IID variableszy : Q — {0,1} whereP(Zx =2) =1/2,z¢
{0,1} and

lim P (s (X)) = 2) = 1 )
holds forallm=...,—2,—-1,0,1,2,... andk = 1,2, 3,.... On the other hand,

a finite-energy processés a process with exponentially dumped conditional
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block probabilities (Shields 1997). Such a condition igséiad for processes
dithered with a small amount of IID noise (Shields 1997),tsalso appears
plausible in natural language modeling.

In contrast, it has been assumed in the monkey-typing eaptars (Man-
delbrot 1954; Miller 1957) that the corpus of texts is getetdy an 11D pro-
cess or a finite-state hidden Markov process. We can disih@mong these
kinds of processes by the value of excess entBopyl ((Xi)i<o; (Xi)i>1), which
is the mutual information between the past and future of tieegss (Crutch-
field and Feldman 2003). We have E)= 0 for an 11D process, (iiE < o for
a finite-state hidden Markov process, and {i)= « for a strongly nonergodic
process (Debowski (2009a). We can say informally thatngfiypononergodic
processes convey an infinite amount of information in a igpetvay. On the
other hand, IID processes and finite-state hidden Markogge®convey only
a very limited amount of repeated information.

The theorem proved as a formalization of the thesis (1) reads

Theorem 1
Let (Xi)icz be a stationary strongly nonergodic finite-energy process an
alphabek, i.e., X : Q — X. Assume thaX is finite and that

liminf $2&s()

n—oo nB > 0 (3)

holds for the set of well predictable facts

Us(n) :={k e N: P(sc((X)iLy) = Z) = 8},

whered € (1/2,1) andp € (0,1).

Consider the vocabulary si24l ((X)_,)] of a(|B(-)|,%)-minimal gram-
mar transforni : X+ — &, whereB: ¢ — Y™ is an appropriate local grammar
encoder. Then we have

VIF((X)ity)]

P
B (logn) L ) >0, p>1. 4)

limsupE (

nN—oo

This theorem follows from two bounds for the entropy of a &niext
(Xi),. The vocabulary siz&/[[((X){,)] is the number of distinct nonter-
minal symbols in the shortest grammar-based compres$gioq); ;) of the
text (X)) ,. For the definitions of appropriate local grammar encodees s
Debowski (2009b). The bound in Theorem 1 is given only feréipectation
of the vocabulary size and it holds only for certain kinds cdrgmar-based
codes. The codes that are good are closer to the ideas of dikéhaf1996)
than to the ideas of Kieffer and Yang (2000).
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3 An example of a process

In the following we shall construct an example of a proceswliich Theo-
rem 1 can be applied. According to this proposition, we ab4) if the process
(X)icz satisfies four conditions:

(@) (Xi)iez is a process over a finite alphabigt

(b) (Xi)iez is stationary,

() (X)iez has finite energy, and

(d) (Xi)iez is strongly nonergodic and (3) is true.

We shall exhibit a very simple example of a stochastic protest satisfies
these conditions. Although this example cannot be callegbistic stochas-
tic model of texts in natural language, it can be given arigning linguistic
reading.

First, observe the following. Properties (b)—(d), but re)t @re satisfied by
the proces$S )<z introduced below, if we putr = 371

Example 1
Let (S)iez be a stochastic process where variables

S = (Ki, Z«) (5)

assume values from an infinite alphabek {0,1}, variablesK; andzy are
probabilistically independert; are distributed according to a power law,

P(Ki = k) = k /¢ (a), a>1, {(a):=% k9 (6

andzy are equidistributed®(Zy =z) =1/2,z€ {0,1}.

VariablesS = (K, Z;) can be given some formal semantic interpretation.
Imagine that(S)icz is a sequence of consecutive statements extracted from
a random collection of texts which describe the random stbafairs (Zy )ken
at random but consistently. Each staten@&nt (k,z) asserts that the value of
arandonk-th bit of the state of affairs ig i.e., it affirms tha¥y = zin such way
that both the bit addregsand its valuez can be identified. Logical consistency
of the description is reflected in the following propertytifo statement§ =
(k,z) andS; = (K',Z) happen to describe bits of the same addriessK) then
they always assert the same bit valae=(Z).

We supposed that a suitable process over a finite alphabéebeaon-
structed as the stationary mean of a certain encoding of ibeeps(S )icz.
The role of this encoding is to represent abstract staten®as stringsf (S)
which consist of letter¥. The following proposition has been proved:
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Theorem 2
Letu =P((S)iez € -) be the distribution of the process given by (5)—(6) and
putX = {0,1,0}. Consider a coding functioh: N x {0,1} — X given as

f(k,z) = b(k)Z3, (7)

whereb(k) € {0,1}* is the binary representation of a natural nunibstripped
of the initial digit1. The proceséX;)icz distributed according to the stationary

mearnP((X)icz € -) = o (fZ)’l satisfies conditions (a)—(d) for= B~ and
{(a)>4(ie., forB>07728...).

Notationu o (fZ)*l denotes the measure of the process
..Ob(K_1)Zk_,0Ob(Ko) Zk,0.b(K1)Zk, Ob(K2) Zk,O ..., 8)

where the coded statemeriif;)Zx, are separated by symbdls Measure

Uo (fZ)’l is the stationary mean of that measure (cf. Gray and Kie®&0)L
Informally speaking, we obtain the sequenceX_;Xg.X1Xz... by shifting the
sequence (8) with a certain random shift. Because of theagpa 1, there is
no problem in reading the addres$gsand the values oZy from the shifted
sequence. The constraifitB 1) > 4 comes from satisfying the condition (c).

4 Conclusion

According to our theoretical results, the vocabulary sizeestain grammar-
based compressions provides an upper bound on the totalnhmiinforma-
tion repetitively expressed in the text, if we follow the qmmassion procedures
by de Marcken (1996) rather than those by Kieffer and Yan@@20However,
the preliminary experimental data by Debowski (2007)dati a stronger rela-
tionship. Namely, the number of distinct nonterminal syt de Marcken'’s
compressions of texts in natural language is several otakysr than in simi-
lar compressions of monkey-typing texts. It appears thrattitabulary size of
de Marcken’s style of grammar-based compression can balgctised to dis-
criminate between texts that convey different amountspéaged information.
The plausibility of this conjecture should be investigasgdtematically in an
experimental way.



36 tukasz Debowski

References

Crutchfield, J.P.; Feldman, D.P.
2003 “Regularities unseen, randomness observed: Thepgntanvergence
hierarchy”, in:Chaos 15; 25-54.
de Marcken, C.G.
1996 Unsupervised language acquisitidPh.D. thesis, Massachussetts Insti-
tute of Technology.

Debowski, .

2006 “On Hilberg’s law and its links with Guiraud’s law”, irtournal of
Quantitative Linguistics13; 81-109.

2007 “Menzerath’s law for the smallest grammars.” In: GedybP., Kohler,
R. (eds.),Exact Methods in the Study of Language and .TBetlin:
Mouton de Gruyter, 77—-85.

2009a “A general definition of conditional information and application to
ergodic decomposition”, irBtatistics and Probability Letterg9; 1260—
1268.

2009b “On the vocabulary of grammar-based codes and thedlaginsistency
of texts."http://arxiv.org/abs/0810.3125

2009c¢ “Variable-length coding of two-sided asymptotigathean stationary

measures.http://arxiv.org/abs/0911.5318
Gray, R.M.; Kieffer, J.C.
1980 “Asymptotically mean stationary measures”, e Annals of Proba-
bility, 8; 962-973.
Kieffer, J.C.; Yang, E.
2000 “Grammar-based codes: A new class of universal lasstegce codes”,
in: IEEE Transactions on Information Theod6; 737-754.
Kit, C.; Wilks, Y.
1999 “Unsupervised learning of word boundary with desaiptength gain.”
In: Osborne, M.; Sang, E.T.K. (edsProceedings of the Computational
Natural Language Learning ACL Workshdpergen, 1-6.
Mandelbrot, B.

1954 “Structure formelle des textes et communication”Viord, 10; 1-27.
Miller, G.A.
1957 “Some effects of intermittent silence”, lamerican Journal of Psychol-

ogy, 70; 311-314.
Nevill-Manning, C.G.

1996 Inferring sequential structuré?h.D. thesis, University of Waikato.
Shields, P.C.
1997 “String matching bounds via coding”, ifhe Annals of Probability25;
329-336.
Wolff, J.G.
1980 “Language acquisition and the discovery of phrasettre”, in: Lan-

guage and SpeecR3; 255-269.



Modeling word length frequencies by the
Singh-Poisson distribution

Gordana buras, Ernst Stadlober

1 Introduction

Throughout history the problem of modeling the distribatmf word length

was not only the interest of linguists, but also of sciestfsbm other areas
such as physics, mathematics and statistics. In 1851 thiissBmgathematician
and logician Augustus De Morgan was the first to point out #levance of
the length of a linguistic unit. He mentioned word length gsoasible style
characteristic which may be helpful as an indicator in deteing authorship
(cf. Lord 1958). Several other scientists have dealt wigsidime topic counting
even the frequency with which words of a given length occua text. Using

preferably graphical methods to represent the resultsrsutathey noticed
that the word length is not only influenced by the individugilesof an author,

as De Morgan stated, but may also depend on other factorsasupdnre.

With regard to word length studies, the first probability rabdias con-
structed in the 1940s. Observing the distribution of wortte measured in
the number of syllables, S.&ebanov, a Russian military doctor, found the
Poisson distribution to be the most appropriate generaleinfad the Indo-
European group of languages (cf. Best 2001, 2005: 261, ®kz3006: 26). In-
dependently, the German physicist Wilhelm Fucks (1955649%956b) came
to a similar conclusion. He aimed at a mathematical desoritf word forma-
tion through syllables by introducing a mixture of Poissook@abilities, known
as Fucks’ Generalized Poisson distribution, where thesBoidlistribution is a
special case of this general distribution model (cf. Fu@&6h, 1956¢). Under
particular conditions also the Dacey-Poisson distributian be derived as a
two-parameter special case of the proposal of Fucks (cicAattal. 2005).

An intensive examination of word length began with Grotjah{1982)
modification of Fucks’ approach. He introduced mixturesisfributions where
the parameter of the Poisson distribution is consideredrasi@m variable
following the gamma distribution. The resulting marginadael is the well-
known negative binomial distribution and provides a goqdfiteast for Ger-
man texts.

Since the texts studied contained no zero-syllable wordisgdlaced ver-
sions of the models mentioned above became relevant fdneiugnalysis.
Trying to figure out under which empirical conditions 1-desped Poisson
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models may be adequate for word length frequencies, Grotfa882: 53)
proposed considering the index of dispersion (i.e., théaae to mean ra-
tio) & = 0/(u — 1) and estimated it by the empirical value= &*/(x— 1).
Since the 1-displaced Poisson distribution das 1, this model provides ad-
equate fit only for empirical samples witth~ 1, i.e. for count data where
the sample meanl is near to the sample variance. However, quite frequently
count data are over-dispersedi ¥ 1) or under-dispersed(< 1). Following
Grotjahn’s approach, it is obvious that> 1 holds for the 1-displaced nega-
tive binomial models and < 1 for 1-displaced Dacey-Poisson distributions.
This means that negative binomial distributions are likelyoe adequate for
empirical samples with over-dispersion, while Dacey-Baismodels are suit-
able in case of under-dispersion. As to the problem of Paisser-dispersion
many models have been suggested in the literature usingirascof Poisson
distributions and Poisson-stopped-sum distributionsJafinson et al. 2005).
Contrary to this, under-dispersion has been given muchd#estion in the
literature.

In this paper, our aim is rather to find a general model for werdjth
frequency distributions that covers the whalerange. The model should be
unique for all texts under study and should have at most twarmpaters. There-
fore, we propose the Singh-Poisson model which is appkctblkount data
with over-dispersion, equi-dispersion and under-digpardn Section 2 the
frequency distribution of word length is introduced. SectB gives an overview
of data used in this paper. The definition and main propedidgbe Singh-
Poisson model are given in Section 4. Section 5 discussesstimation of
Singh-Poisson parameters by three different methods.dtidee6 the perfor-
mance of the estimation procedures is evaluated by a siimulatudy. The
goodness of fit and discrepancy ind€xfor verifying appropriateness of the
Singh-Poisson model are examined in Section 7. Finally,€ntin 8, the
Singh-Poisson model is applied to 120 Slovenian texts seleSection 9 sum-
marize the results of the study.

2 Word length frequency distribution

Let wy,Wo, ..., Wy denote different words in a linguistic text of simewhere
w; refers to thej-th word in the text. The length of the word;, denoted
by I(w;) is measured by the number of syllables per word consistehttive
principles of automatic text analysis developed in the #rauork of the Graz
project on quantitative text analysis (cf. At al. 2006). In the process of
automatically counting word lengths each text is submittedertain tagging
procedures, as for example treatment of titles, subtitiespbers, eté. Ac-
cording to this principles zero-syllable words as a parhefsubsequent word

1. For further details as to tagging procedurestaag : //www-gewi.uni-graz.at/quanta.
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do not exist as a separate word class, rather they are “logtia process of
word length determination. Therefore, a certain lingaistixt can be seen as
a collection of one, two, three, or maximalky syllable words. By counting
the number of words of the same lenditw;) =i, i = 1,...,k we observe
frequency f; with which words of a certain length appear in a given text.
The number of element§ that belong to the same frequency class called
‘absolute frequencies’. Relative frequencies, denoteghbyre calculated as
fi/n. The total number of words in a given text (text length)the absolute
frequenciesf; and the relative frequenciep;, are related througg}‘:1 fi=n
and Zik:1 pi = 1. Collecting the words of the same length into one classslead
to the frequency distribution of the word length or frequedistribution ofi -
syllable words. The random variab¥e denotes hereby the number of syllables
per word and has the rand4, 2,...,k}. According to the fact that we have to
deal with words that have at least one syllable, the modedidened will be
1-displaced.

3 Data base of the study

The 120 Slovenian texts which serve as a basis for this seghesent four dif-
ferent text types (journalistic, poems, private letterd prose), thirty texts of
each text type being analyz8d-hese texts have been systematically selected
based on findings from recent word length studies publistsegwere (cf. An-

tic et al. 2006). Table 1 represents the composition of the keawith the two
characteristic statistical measures, mean word lengtar{d sample variance

().

Table 1:Overview of 120 Slovenian texts

Author Text type Amount X 4

min max min max
JournalDelo Journalistic 30 205 246 122 196
S. Gregotic, V. Vodnik  Poems 30 148 190 0.37 0.84
|. Cankar Private letters 30 1.72 198 0.78 0.98
|. Cankar Prose 30 1.73 198 0.70 1.04

Although not very different with respect to mean word lengtid sample
variance, prose texts seem to be more dispersed than pletes regarding
text length as Figure la clearly shows. Evidently, the sisbrére the poems,
followed by journalistic texts. Figure 1b shows the resoltplotting sample

2. The text basis of this study is part of the text data baseldped in the Graz research project
“Word Length Frequencies in Slavic Texts”, mentioned above
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mean versus sample variance for all 120 Slovenian textssole black line

is the Poisson reference line where equality of mean -1 andnee is present.
Obviously, all journalistic texts lie above the Poissoreliprivate letters and
prose texts above and below this line, while most of the poériselow the
Poisson line. Being aware of this fact and based on Grogal1982) findings,
we calculated the index of dispersiash,for each of the 120 texts under study.
It turned out thatd > 1 for all 30 journalistic texts. 27 out of 30 poems had
d < 1, while in the case of private letters and prose texts aflelpossibilities
for d were observed.
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Figure 1: Differences regarding text type for 120 Slovenian texts

In searching for a suitable model for the word length freauyetistribution
of our sampled texts that covers the whdl@ange and has only two parame-
ters, we found the Singh-Poisson model as the most apptejoriz.

4 The Singh-Poisson model

The Singh-Poisson (S-P) distribution is a simple altemesty the Poisson dis-
tribution applicable in situations where the observed talata haved # 1
indicating that there is some deviation from the Poissotritigion. The S-P
distribution is a special case of a finite mixture, known asaero-modified
Poisson distribution where the Poisson distribution is lbim@d with a one-
point (degenerate) distribution concentrated at zeroJafinson et al. 2005:
351). It has two parameters denoteddyand 8. An important feature of the
S-P distribution is its ability to model both over- and und&persion. More-
over, fora =1 the S-P distribution reduces to the standard Poissoritiistn
with parameterd, the equi-dispersed case.
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In its 1-displaced form, the probability mass function ofiscdete random
variable X having S-P distribution is given by

1-a+ae® x=1
&(x|a,8) =P(X=x) = { a0 te?/(x—1)!, x=23... ()
where wheref >0 and O< o < d,.,,=1/(1— e*9). Here, a,.., denotes the
maximal possible value otr for given 8 > 0. As long as < a < 1, the
probability P(X = 1) is greater thare 9, the 1-displaced Poisson probability
at one and hence we haveextess of oneasompared to the parent 1-displaced
Poisson distribution. The higher proportion of ones (amftation) results in a
reduction of the remaining frequencies by a correspondinguat. For 1<
o < 0, there is one-deflation (cf. Table 2 and 3).

The first two moments of the distribution (1) areX§ = 1+ a6 and
var(X) = a8(1+ 6 — a8). The parameten measures dispersion and hence
tunes the type of the distribution. Justification is basetherindex of disper-
sion, 9, given by

varX)  aB(6+1—ab)

5:E(x)—1’ ab

—1+6(1-a). @)

Clearly, under-dispersion or over-dispersion is govewordy by parameter
a, as 0 is positive. Obviously, foir =1 there is equi-dispersiod(= 1). For
0< a <1, 0 is strictly greater then 1 and we have over-dispersion vesipect
to Poisson variation. The degree of over-dispersion isgeasa decreases
to zero. Whena increases from 1 tax,, the distribution becomes under-
dispersed. Foo = a,,, we haved = 1—6/(e? — 1) < 1, which is obtained
whenP(X =1) =0, i.e. when the first probability class disappears (cf. &bl
and 3).

Table 2: 1-displaced case: Singh-Poisson vs. Poisson probabi(ifie- 0.8)

6=08 | m I e m U > T
a=01 0.945 0036 Q014 Q004 Q001 Q000
a=09 0.504 0324 0129 Q0035 Q007 0001
Poisson | 0.449 0360 Q0144 Q038 Q008 Q002
a=11 0.394 0395 0158 Q042 Q008 Q003
Oax = 1.82 0.009 Q647 0259 0069 Q014 Q0002

In Tables 2 and 3 the probabilities of the 1-displaced S-Rildigion are
compared to those of the 1-displaced Poisson distributio@ = 0.8 and0 =
1.4, respectively. Asa is coming closer to zero, the higher is the proportion
of ones in S-P compared to the Poisson case, while decrealsirgnaining
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frequencies. The degree of over-dispersion decreasesasproaches 1, also
evident in the proportion of ones, which are now much closghé Poisson

probabilities. As soon as the parameteis between 1 and,,, we have one-

deflation in the S-P which causes higher frequencies in timairgng classes

compared to the Poisson case.

Table 3: 1-displaced case: Singh-Poisson vs. Poisson probabififie= 1.4)

6=14 TH ) T Ty T > T
a=01 0.925 Q035 0024 Qo011 Q004 Q001
a=09 0.322 Q311 Q217 Q101 Q036 Q013

Poisson | 0.247 0345 0242 0113 Q039 Q0014

a=11 0.171 Q380 Q266 Q124 Q043 Q016
Omax = 1.33 0.021 Q449 Q314 Q147 Q051 Q018
5 Parameter estimation

In this section the three most common methods for findingredtrs are dis-
cussed: method of moments (MM), maximum likelihood (ML) el and
estimation based on sample mean and first frequency clags (FF

5.1 Estimation by method of moments

This method yields almost always some sort of estimatesjigied the the-
oretical moments exist. By equating= 1+ a8, the theoretical mean and
Hz) =206 + a 6?, the second theoretical factorial moment, to their emairic
counterpartx = % vk ,ifi and M) = %Zik:li(i — 1)f;, respectively, one gets
simple MM estimates of the parametersand 8 as

N x—1 - m2)

Ouu = —= and B =
MM BMM MM X*l

5.2 Estimation by maximum likelihood

Consider a random sample of simefrom a population with probability mass
function 75 (i|®) = Po(X =1). Let f; denote the observed frequency of class
i such thatz}‘:1 fi = n, wherek is the largest frequency class. The ML esti-
mator of parameter vect® = (61, 6,,. .., 6y) is the value that maximizes the
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likelihood functionL(©|f4,..., fx) given by
k

L(O|fy,..., fx) = _H[Pe(x =)

Hence, the log-likelihood functiof(©|fy, ..., fx) = logL(O|f4,..., f) is

k
(O|fq,..., fx) = f1logPe(X = 1) +ZZ filogPo(X =1). (3)

Since in our cas® = (a, 0), equation (3) consequently results in

L(a,B|fi)=fi1log(1— a+ae9)+_ifi floga + (i—1)logf — 6 —log(i — 1)!].

The score equations are obtained by equating the partigbtiees of /(a, 6| f;)
with respect to the parametemsand 0 to zero. These equations are given by

or@olf) _ (e0-Df 1

da o1 a+ae* a zzf' T @
dl(a,0lf) —aeff B

6 1—a+ae*9+9;f —1-8)= ®)

After a few algebraic simplifications we obtain the ML esttorad,, of pa-
rameterf as a solution of the transcendental equation
é(n — f]_)
n(x—1)
After solving equation (4) for, the resulting ML estimatod,,. of parameter
ais

+e®_1-0.

N n— fl
cXML - -
n(1—e o)

5.3 Estimation based on sample mean and first frequency class

This method is useful for situations in which the frequentthe first class in
the sample is much larger than the other frequency classésher graph of
the sample distribution is approximatdlyshaped (cf. Anscombe 1950). The
approach is to equate the sample meramd the relative frequency of the first
class f1/n to the population meap = 1+ a6 and the probability of the first
classm = 1—a+ae 9, respectively, in order to give more weight to this large
frequency class. After some algebra, it can be shown thatdahesponding
parameter estimated.. and 6. are identical to the ML estimates,, and
6, given in Section 5.2.



44 Gordanaburas, Ernst Stadlober
6 A simulation study

To investigate the behavior of the Singh-Poisson model wiepaed a simula-
tion study where all three situations were taken into actdimover-dispersion
(0 > 1), (ii) equi-dispersiond = 1), (iii) under-dispersiond < 1). As model
parameters we choose (i, 6 ) = (0.82,1.58), (ii) (a,6) =(0.92,0.91) and
(iii) (a,8)=(1.14,0.63). These choices coincide with the ML estimates of
each text aggregation for journalistic texts, privateclett(i.e. prose) and po-
ems, respectively in order to gefpresentative texisf each text type. For each
of the three situation® = 500 Monte Carlo samples of size= 500 and
n= 1000 are drawn. To generate S-P random variates we applyvbesion
method (cf. Stadlober 1989: 7ff.) where the probabilitiéshe S-P distribu-
tion are computed usingy = 1— a +ae ?, m = afe? and the recurrence
formula
6

TR = xflr&fl for x> 3.
The whole procedure was implemented by the public domaimvaoéR. For
both sample sizea = 500 andn = 1000 the results of the simulation study
are summarized in Table 4. For each of the three data sihskitM and ML
estimates have been calculated. The corresponding meaesval M = 500
estimated parameters and 8 are displayed in the second and fourth column
of Table 4. For both sample sizes, we observed similar iesotiependently of
the estimation procedure applied. However, the standaodsasf the estimated
parameters are smaller for ML estimates and decrease veitbaiging sample
size.

Table 4:Estimation results for over-, equi- and under-dispersed situations

_ (a,0)=(0.82,1.58) _

5>1 (@’ Bm) (S Syy) (O s B) (S€a. ; S€g,,)

n =500 (0.824;1579  (0.041;0098  (0.822;1581) (0.034;0083)

n=1000 (0.823;1578  (0.029;0067)  (0.821;1579) (0.022;0059)
o (a,0)=(0.92,091) _

0=1 (Otwm; Bum) (S S€a,) (aw; Bw) (€. 5 S, )

n =500 (0.925;0909  (0.070;0079)  (0.924;0909) (0.061;0070)

n=1000 (0.923;0910  (0.048;0057)  (0.921;0911) (0.042;0051)
I (a,6)=(1.14,0.63) _

o<1 (Otwm; Bum) (S€rm; S€a,) (aw; Bw) (€. ; S, )

n =500 (1.155;0627)  (0.103;0066)  (1.150;0629) (0.094;0062)

n=1000 (1152;0625  (0.075;0047)  (1.148;0627) (0.068;0044)
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7 Goodness of fit

Whenever count data are considered and one wants to test diefcertain
model, the standard procedure is to compare the expectpasineies with the
observed frequencies. This means testing the null hypisthes

HO: pI:Tﬂ(e)v i:1727"'ak

that the observed frequency distribution is consistertt wiparticular theoret-
ical distribution. For that purpose we calculate Pearsoni'square test statis-
tics
x2— 3 (i=m(©)"
=RERIC)

and reject the null hypothesis whenever the valuééfis large (within the
critical region of the test).

Here,® = (a,0) and m= (@, ,...7%) denotes the hypothesized S-P
probability vector. The probability of the greatest worddéh class Ty, is cal-
culated as 1 minus the sum of all remaining classes, since #ne no infinitely
long words in language. However, the goodness of fit test aslisadvan-
tage that it indicates only a statistical significance of sgille deviation from
the model, but not the order of the departure. Hence, a di@tiparison of
goodness of fit values in the case of different sample sizgsbmanisleading.
To avoid this problem we suggest instead the standardizstlegiancy index
C = X?/n. Based on empirical investigations, we consider the fit efrttodel
(a) as extremely good i€ < 0.01, (b) as good if M1 < C <0.02 and (c) as
acceptable if M2 < C < 0.05.

8 Application to Slovenian texts

The results of fitting the Singh-Poisson model to 120 Slowetéxts are given
in Figure 2a. The solid black line in the graphic is the refeeboundC =
0.02, while the dashed line refers @= 0.05. Obviously, the S-P model pro-
vides a good fit for the majority of the texts. It seems not t@appropriate just
for the three poems of Gregoic, which are indeed short texts. It would be in-
teresting to study if and how goodness of fit may be influenget@xt length,
and in particular to consider the characteristics of sheoatist

For all 120 Slovenian texts ML estimates of both parameteseveom-
puted and each pair of parameteé!?am,@m) was plotted versus the corre-
sponding text, as shown in Figure 2b. The estimated paraséje are rep-
resented by circles, while estimated parametrsare signified by triangles.
It is evident that each group of texts leads to a differentepatof parame-
ters. In case of private letters both parameters are vesgcttmeach other, the
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same holds for prose texts although reversed in respect tortter. In contrast
to this, in journalistic texts and poems parameters aredligtant from each
other. Thed,, outlier in Figure 2b refers to Gregtit's poem “Njega ni”. This

text has only 106 wordsd,, = 2.34 and6,, = 0.3 (0. = 3.88). However,

the C value of 0.0002 indicates here rather an extremely good fit.
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Figure 2: Results of fitting Singh-Poisson model to 120 Sloveniarstext

9 Summary

The Singh-Poisson model with the two parameterand 0 is a simple gen-
eralization of the Poisson distribution with parameferThe new parameter
o tunes the type of dispersion. It allows the modeling of urdispersion

(1< a < d,.), equi-dispersion (Poisson cage= 1) and over-dispersion (@

o < 1). The estimation relies on maximum likelihood which leausase of

the Singh-Poisson distribution to the same estimates asétikod based on
the sample mean and the first frequency class. The proposddl mffers a

unified approach for all cases of under-, equi- and overed&pn. In a simu-

lation study we demonstrated the usefulness of the paramestimates under
three data-driven dispersion scenarios. Finally, thel&igisson model is ap-
plied to 120 Slovenian texts and in all cases we obtainedredde and stable
estimates.
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How do | know if | am right? Checking quantitative
hypotheses

Sheila Embleton, Dorin Uritescu, Eric S. Wheeler

1 Introduction

When we obtain a quantitative result in language studyetliealways the
nagging doubt that perhaps the technique (usually sontefthirly sophisti-
cated) may have obscured the real nature of language. Tgastisularly so for
someone more trained in language than statistics, but te sotent it should
be everyone’s concern. It is all too easy to accept the (aftestated) assump-
tions of a chosen technique without seeing how well theyyafipthe subject
at hand.

In our use of Multidimensional Scaling (MDS) applied to geglistic
data, we have been asked to justify the selection and coemgss of our data —
a fair question. After all, perhaps a little more (or lessladzould give a quite
different MDS analysis. We have tried to respond to this estjwith a small
study of the stability of the MDS technique (Embleton et a09). In it, we
were able to show that the technique was “stable”: a smahga#n the data
(whether by choice or accident) would have minimal impactt@nresulting
MDS map. However, we also discovered in our study of dialeciation in
the North-West region of Romania (Embleton et al. 2007, 20& the MDS
technique did not demonstrate the range and type of vamistiat was com-
monly accepted as existing in that area. Sub-regions thag stgoposed to be
quite distinct turned out not to be so, although some of thgeeted distinc-
tions were clearly there. The existence of the conflictimywmade us think
more deeply about what the MDS technique (and the altesjatras actually
measuring, and this has led us to propose a new concept ettiariation.

The lesson we draw from these experiences is a simple oreysttp have
multiple approaches to a result, and it is wise not to acdeptcbnclusions
of any analysis, especially when the technique is quaiviigtsophisticated,
unless there is a methodologically independent way ofrggettie same answer.
It may not be just a question of whether or not the mathematas done
correctly, but more importantly, whether our understagdif the results is
appropriate.
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2 Background

The Romanian Online Dialect Atlas (RODA) is a digitalizednfoof the first

two volumes of a dialect atlas of North-West Romania (Stahlnitescu 1996,
2003) and consists of software that permits the user to tsilles, search for
patterns, view the search results, count the occurrenaepattern by location
and view the results as a map, create interpretive maps,shegples of the
data, and apply analytic tools to the data.

Our first analytic tool uses multidimensional scaling (MD8)statistical
technique for viewing a large number of relationships as @dimensional
picture. We measure the linguistic similarity of all pairslacations in our
data set; the result is a 120-dimensional space in which keaetiion is ex-
actly its linguistic distance from every other location.tBol visualize such a
data structure, we apply MDS to produce a two-dimensiorzaiipe (a kind of
“shadow” of the actual data structure) that displays thgioal relationships
as closely as possible.

3 The stability of MDS

When we presented the results of some of our MDS analysesptiepigstions
about what would happen if the underlying data set had beee s®lective
(e.g. had included only phonological data), or if the datehsel errors or edi-
torial judgements that others might question. What happdmes the data set
changes even a little? Does the MDS picture change drartigfica

In a simulation of such a situation (Embleton et al. 2009),lecked at
randomly selected subsets of the underlying data, and ceu plae resulting
distance matrices (the input to the MDS procedure). We u$etédt runs at
each level ranging from 98% to 10% of the original data. Theas some vari-
ation among the 10 test runs at each level, and we took thatiaribetween
the extremes as a measure of variation for that test levedxpected, the vari-
ation at each level was greater as the percentage of thealriata decreased.
However, the difference between the 100% case (the onergitttat used all
the data) and any of the test cases was always much less thaarthtion at
that test case level.

In other words, the 100% picture was always a close reprasentof the
other pictures. Our interpretation is that small changestMDS data set will
not change the picture dramatically, and that we do not needbtry about
potential data errors, or editorial changes altering tletupé dramatically. It
is possible that data selected according to some purpobeasua theoretical
principle will have a distinct picture, but even then, it Mibve some resem-
blance to the full picture.
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Our doubts about the “correctness” of our work, then, haentadlayed by
approaching the problem in a different way (in this case,imu$ation”) and
finding confirmation of what we originally expected.

4 The nature of dialect

A more challenging question for our work came when we conmpate MDS
analysis of the total Romanian data with earlier analys&ngfish and Finnish.
The earlier analyses had shown that the dialect picture s ¢o the geo-
graphic map. That is, we saw distinct dialect areas, andrdesavere arranged
more or less according to geography. Geographically cotrgzaas were also
linguistically homogeneous. Where geography did not mbtcjuistics, there
was usually some reasonable explanation.

MDS Analysis | ViewMDS | Selectinterpretations |

M salaj

. M Oas-North
M South-East
W Oag-Core
M South-West
W west

Figure 1: MDS picture of all data with a geographic map in the inset

But, the situation with the Romanian data was different.UnMDS anal-
ysis of the total data set (see Figure 1), we found that there wdeed two re-
gions in the south that were linguistically distinct (as esed). The remaining
dialect areas, however, were not distinct. Not only did naosas mix together
what we anticipated would be separate dialect regions b@sgdography and
traditional analysis, but also areas that we expected tob®leneous were
not. In particular, the region of Oas in the far north of orteaais in an isolated
mountain valley; we expected it to be distinct from the rdstur area. In the
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linguistic picture, it showed up as two areas, separatenigtically from one
another by locations from further south.

However, in addition to our full data set, we have a collettibinterpretive
maps. Each interpretive map reflects the judgement of astlagnholar looking
at a particular set of data. The interpretive map shows wdialect features
are or are not present. When we run our MDS procedure on adatg# inter-
pretive maps (237 in total), and on subsets reflecting plogypimorphology
or lexicon, the MDS pictures show distinct dialect areasevadearly, and are
more in line with the expected analysis of the data (see EigurNote that the
Finnish and English data was also of this interpretive type.

M sdlaj

M Oag-North
M South-East

M Oag-Core
South-West

W West

Figure 2: MDS picture of 237 interpretive maps, with a geographic nmeghé inset

So, which picture is correct? Unlike the stability of MDSjstlquestion
does not have a simple answer. On the one hand, we can argege¢napiece
of data is important, and that all of it should be consideredry quantitative
analysis. If some of the data suggests a dialect divisiorsantk not, perhaps
the two balance one another out. On the other hand, we cae #igtithere
are some kinds of evidence that are more important than thad that an
educated and well-considered selection of data is morealsédufor our un-
derstanding than a “brute-force” tallying of everythingitBsuch a view can
also be seen as “circular reasoning” in which we find distims because we
selected only the data elements that show the distinctions.

Our response to this dilemma has been to say that the contedlect
is more complex than simply dividing the geographic langschetween the
“have”s and the “have-not’s. In a proposal made recentlyl{leton, Uritescu
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and Wheeler 2008c), we have suggested that there are audaltif views
possible for any dialect situation:

— At ground level, every linguistic pattern that can be used&ODA
search string will generate a dialect picture. For exantpkealternation
between /t/ and /ty/ gives a dialect picture; /s/ and /syégianother;
“pail” and “bucket” yet another. There are innumerable jjakses here.

— By some linguistic theory or other, ground level pictures de ag-
gregated, for example into a more general “phonologicaéxital” or
“morphological” pattern. In a different sense, there ase@hnumerable
possibilities here, because of the many choices of theory.

— There is conceivably one or more “top” level views that useach data
as possible.

Furthermore, there is a quantitative element to each mdb@cause we
count the number of occurrences of the pattern at each tocathus, there
is a picture for each chosen threshold for a dialect featar@ddition, for
some of the patterns, there can be a quantitative elemenédeto qualitative
decisions, e.g. when is a vowel simply a “raised” variant nbther vowel,
versus a “different” vowel? There is no fixed answer to thasestions. It is
merely a case of having more parameters to consider, eadtegmoviding a
different “view” of the underlying dialect situation.

One imagines that a dialect situation is like a piece of nearbith dark
and light bands running through it. Which pattern one sedlsdepend on
where and how you slice into the marble. Of special intenesttee bands that
are persistently there in most or all slices. Some of thesitinis will reflect
real differences in the social and geographic structurbeétea: for example,
a syntactic innovation that spreads but does not cross aopdginal dialect
boundary could be reflecting a real social divide. Or, a sebatal boundaries
that are still transparent to phonological and morpholaigitnovations may
simply reflect an accident of history, and the boundary malonger be real.
Itis the challenge of teasing out all the possibilities thakes it useful to think
of a multifaceted “dialect situation”, and each dialect raap selected “view”
of the underlying dialect situation.

5 Lesson learned

Quantitative analyses should and do raise doubts. Haveil dght? Some of
the doubts can be settled by approaching the subject in dationy to actu-
ally “see” what is happening. By implementing the analysis tvay, one gets
a logically consistent and executable version that one gploee. The explo-
rations can show not only the expert but also the interestaeaxpert what the
analysis says. In this way, we were able to convince oursehat the MDS
method would not fall apart simply because of small changésd source data
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set. Some of the doubts will be more fundamental. Does ttatyais really re-
flect what is happening in the real world? Why do the resultsreftect our
earlier expectations? There may be no simple answer to thesstions, but in
asking them, we may be led to a different perspective on dhjest) and to the
recognition that our analyses are not wrong, but ratherthiggtare innovative.
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Text difficulty and the Arens-Altmann law

Peter Grzybek

1 Introduction

The study of text difficulty is considered to be an importasuie for many
branches of applied research. In the fields of journalismdaoication, for ex-
ample, it is particularly important to know if (or to what deg) a given text is
likely to cause difficulties for a recipient, or a group of iggents, i.e., if it is
likely to be on an adequate (intended) level of difficulty eybnd.

In order to achieve this goal, a specific line of text diffigulesearch has
developed over the last decades, beginning in the 1920shvditempts to
combine linguistic analysis with informants’ ratings oktelifficulty.® Text
difficulty thus is a double-faced kind of empirical reseaichiwo directions,
either of which may be emphasized in individual studies fekt-based, on the
one hand, and informant-oriented, on the other. Due to taperspective, al-
ternative terms such as ‘text readabilftgr ‘text comprehensibility’ have been
used to refer to the related area(s) of research, the firstéanphasizing the
predominantly written (rather than oral) basis of commatian, the second
being broader in its understanding. Compared to thesenatiees, ‘text diffi-
culty’ as a term primarily refers to the analysis of lingidstructures, aiming
at the identification and characterization of linguistictéas rendering a given
text more or less easily comprehensible to a given persoa woup of per-
sons), and at the (cor)relation of these structures to imémts’ ratings about
text difficulty. Such a definition is in line with research finc¢he last decades:
Klare (1963: 1), for example, understands this term as niefieto “the ease
of understanding or comprehension due to the style of wvgitiand DuBay
(2004: 3), more recently, has defined the overall aim of téktdlty research
as the study of “what makes some texts easier to read tharstithe

Given this general orientation, research in this field, fitmbeginnings on,
has continually tried to develop, modify and improve foramito predict text
difficulty and, by way of it, prognose comprehension ahilitiis is to say that
attempts have been undertaken to develop measures of tiglds, includ-
ing formulae which combine quantitative (or quantifiedplistic characteris-
tics in such a way that these characteristics serve as fypssimbined and

1. Informants may be either be recipients, mainly readerexperts in the given field, such as
teachers, librarians, publishers, lecturers of publgiiiauses, etc.

2. ‘Text readability’ in turn should not be confused withxtdegibility’ which concerns factors
such as typeface and layout of texts.
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specifically weighted) factors for an optimized predictafriext difficulty. In
the history of researcfstarting in the early 1920s, a number of relevant phases
can be distinguished, in which researchers have tried tttifgidinguistic fac-
tors to be good indicators and predictors of text diffictilfgarly work as e.g.
by Lively and Pressey (1923) mainly concentrated on lexacellysis; here,
two major approaches can be distinguished: research ctvatahon either
the (relative) number of different words in a given fxr on references to
frequency list®. Subsequent work attempted to enlarge the linguistic spectr
and identify further factors, guided by the principle «Therm the better»:
thus, authors like Gray and Leary (1935) already used acatalle of 64 lin-
guistic variables. Later, possible interactions betweiferént linguistic fac-
tors became focused, in order to arrive at higher levels oktation between
attributed text difficulty and the combination of a set ofgliistic variables.
In this direction, two important results were obtained:tfirmany linguistic
variables were highly intercorrelated, and second, areas® of the number
of linguistic variables did not generally raise the cortiela coefficient. Since,
therefore, the use of more variables may be only minutelyenaacurate, but
much more difficult to measure and apply, the next step iredutie reduction
of variables and the identification of maximally predictfaetors.

As a consequence, many different formulae were developedtbe fol-
lowing years; Klare (1981) noted there were over 200 publistormulae to
measure text difficulty. All of these formulae have been ttgved by inductive-
empirical approaches, typical for research in this field sMaf these formu-
lae differ less as to the linguistic factors included, rattten how they are
weighted. Among those factors re-occuring most frequentlgll these for-
mulae, are factors such as word frequency, amount of diffeverds, average
sentence length, average word length, and others (cf. AM€a8: 48f.).

From the perspective of quantitative linguistics in gehexad synergetic
linguistics, in detail, the high degree of relatedness betwthe various lin-
guistic factors is not surprising; after all, it is well-kno that both frequency
and length characteristics of linguistic units on all atiabl levels are closely

3. Since there are a number of informative surveys on this tthis need not be presented here
in detail.

4. Klare (1963: 4), for example, has distinguished betwern phases of development: ac-
cording to him, the early ‘pioneer phase’ (1921-1934) wdlsvi@d be the development of
detailed (1934-1938), efficient (1938-1953) and speeidl{A953ff.) formulae.

5. This approach is well-known today as the study of ‘lexigetiness’, usually including some
kind of lexical type-token ratio. As we know today, there gréte a number of theoretical
problems with this approach as, e.g., the dependence ofpleetdoken ratio on text length.
Additionally, it should be mentioned that in these earlyd&a, no specific definition of ‘word’
has been used and, as a consequence, no distinction betweseti and ‘word form’ (or
lemma) has been made.

6. The early studies were mainly based on E.L. Thorndike2211 1932), or Thorndike’s and
Lorge’s (1944) lexical frequency analyses; later studihar referred to G.K. Zipf's works
as a reference line, which are better known today.
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related and mutually interwoven. As a consequence, it iosirself-evident
that if text difficulty is to be measured by reference to lirsgie characteristics,
it is sufficient to concentrate on only a few factors.

In this respect, the Flesch Reading Ease IndR|f, developed by Flesch
(1948) with regard to English texts, is probably the mosttgd@nd one of the
easiest to apply. Itis the result of a “simple” linear regies, i.e. combination
of the average word lengti\{oL) and average sentence leng8e() of a given
text as the only two relevant factors (in addition to a conijta

RE kgl = 206835— (1.015- Sel) — (84.6-Wol) (1)

Although quite simple at first sight, this formula is stilld@y considered
to be very efficienfiand probably it is just due to its easy application that it is
continuing to be one of the most widely used to measure tdfitwlty. Last
not least, it is just the ambivalence between simplicity affetiency of this
formula which has given rise to skepticism, partly motigalbg the lack of the
formula’s theoretical foundation. In this context, theid#y of this formula
has been generally called into question emphasizing thaffat“isolated lin-
guistic units” are no adequate means for measuring textditfi.

This view contradicts, of course, the above-mentioned gt interre-
lations between linguistic units, the relevance of whichtéxt difficulty re-
search have hardly ever been theoretically reflected in ttidenresearch area.
Therefore Best (2006), in his critical analysis of this dission, is fully cor-
rect in objecting and countering that there are no isolat@ts un language.
Particularly the word may be seen in the center of ‘horizbatad ‘vertical
interrelations; as is well-documented, the word is partad@plex control cir-
cuit, the most basic factors of which are word length, sein@oimplexity, co-
textuality, and word frequency (cf. Kéhler and Altmann 19861). Other rel-
evant elements of this self-regulating dynamic system gtelde/morpheme
length, clause length, sentence length, etc., and thglectise frequencies.
The following schema illustrates some basic synergeticgsses; it makes
clear that frequency and length characteristics of linguimits stand in close
self-regulating relations:

[FREQUENCY] SENTENCE LENGTH FREQUEN%
[r] 71
[FREQUENCY] CLAUSE / SYNTAGM LENGTH FREQUENCY
r 9 1
FREQUENCY WORD / LEXEME LENGTH FREQUENCY
rr 71
FREQUENCY  SYLLABLE / MORPHEME LENGTH FREQUENCY
rr 71

FREQUENCY PHONEME / GRAPHEME ~ LENGTH FREQUENy

7. In comparative studies, the Flesch formula has repgatetied out to be the most efficient
of those which need no word list (cf. Amstad 1978: 64).
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As a result, Best (2006) correctly concludes: “Readabibtitynulae, based
on sentence and word length, indirectly measure substigmti@re than is
expressed in these formulae, due to the manifold interasti@tween linguis-
tic units.” This view contains, of course, no theoreticalifidation as to the
question which specific factors influence text difficulty ihat way or to what
degree; yet it offers a theoretically based post-hoc answre question why
the reduction to only a couple of seemingly elementary fadb@s made this
concept to have such a success story.

Notwithstanding this insight, there is a whole bunch of @lquestions
which continue to be unsolved. A major problem is the langusigecific char-
acter of Flesch’'RREI: as was pointed out above, formula (1) was originally
devoloped for English texts in the late 1940s. In later aptisrto apply this for-
mula to other languages, it soon turned out that languageispadaptations
were necessary, mainly due to the interest of having reeuli scale from 0
to 100 in each language. Thus, for example, for Dutch, Fre8phnish, Ger-
man and Ukrainian the following adaptations were suggé&sttifollowing
the general expressid®El =C —a-WolL—b- Sel:

RElyyich = 195—(0.66-Wol) —(2-Sel), (1a)
RElkrench = 207—(73.6-Wol) —(1.015-Sel), (1b)
REerman = 180—(585-Wol) — Sel, (1c)
REkpanish = 206.84— (77-Wol) — (0.93- Sel) , (1d)
REbyrainian = 20684— (28.3-Wol)— (5.93- Sel). (1e)

As can be seen, the language-specific differences betweea formulae
consist in different weights fdVoLandSel, i.e. in different parameter values
for aandb. WoL andSeLthus represent two crucial factors in measuring text
difficulty across languages; yet, either their importaneseparate factors, or
their specific interrelation (i.e., the relation betwaé&toL and Sel), clearly
differs for individual languages.

Unfortunately, no systematic cross-linguistic studies availabe which
might explain what causes, or motivates, the observedrdiifees in weight-
ing. From a theoretical perspective, Best's (2006) refezen the synergetic
specifics of language offers a good starting point for retear this direction.
In this context, particularly th&/oL— SeLrelation has recently been studied in
detail, both from an inter-textual and intra-textual pexfve; whereas the first
concentrates on relations within a given text (or groupsegfd), the second
compares more than one textual object and studies thearelag¢itween them.
For both perspectives, law-like regularities have beenytated and demon-

8. Cf. Kandel and Moles (1958), Fernandez Huerta (1959)uBes (1963), Amstad (1978),
Partiko (2001: 257).
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strated to exist. From aintra-textual perspectiyewve are concerned with the
Menzerath-Altmann lawrelevant for the relation between a given construct
and its constituting components within a given text (ndtstfanding the pos-
sibly intervening level of clauses coming into play, on ateimediary level
between sentence and word). As compared to thisjritez-textual relation

is covered by theéArens-Altmann lawbased on the calculation of the mean
length of words X) and sentenceg/)in a series of text samples, resulting in
two vectors of arithmetic meanz andy).

In order to gain insight into the specific rogeLandWoL play for text
difficulty in the individual languages, it seems reasonathierefore, to study
relevant data on the background of the Arens-Altmann lawc&such a sys-
tematical approach has never been undertaken before, afpstach into this
direction should start with one language only. But even with restricting fo-
cus, itis of utmost importance to pay due attention to yettagraircumstance:
as recent analyses have shown (Grzybek et al. 2007, GrzytzeStdlober
2007, Grzybek et al. 2008), bofoLandSeLare not constant within a given
language (i.e., are not ‘typical’ of a given language as alefoather, they
differ for specific discourse types within a language. Itnsedikely that this
finding is also relevant for th&/oL— SeLrelation, but this possibility, too, has
never been submitted to systematical reflection.

In the following analyses, these objectives shall be putsusing German
language material, strictly controlling text type. Sinlee perspective should be
cross-linguistic right from the beginning, it seems readse to immediately
provide a meta basis adequate for comparison. In this respeggestions de-
veloped by Estonian scholar Tuldava in a series of artid®93a,b), turn out
to be of utmostimportance, since they contain a languadepiendent formula
of measuring text difficultyTD), also based owolLandSel, only:

TD=WolL:In(Sel) . )

This formula has remained rather unknown in the field of tefftcdlity
research. As a consequence, its efficiency has never beamafjgrested,;
specifically, no systematic comparisons with FlesdREI| or any one of its
language-specific adaptations have ever been undertalielav@ himself ap-
plied his formula (2) to a sample of 20 German texts of différgpes (text
books, journalistic, literary prose, scientific). Comparithe results obtained
to Flesch’s originaREI formula (1), rather than to Amstad’s German adap-
tation (1c), Tuldava (1993a: 78) found a close rank cori@tadf ¢ = —0.97
between these two measufeSuldava did not attempt to establish a detailed
regression equation, which would allow for the transfoiiorabf one measure
to the other.

9. As a re-analysis of his data shows, this correlation islfzigignificant ¢ < 0.001), with the
linear regressioff D* = 7.16— 0.051- RELI.
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If this result were confirmed on a broader basis of linguistaterial, this
would mean that Tuldava’s formula (2) could indeed servelzasis for cross-
linguistic comparisons, for which no language-specifiapagter estimations
would be needed. More importantly, this would be an impdr&iep in the
direction outlined above, both in practical and theorétiespects:

— From apractical point of view, the application of Tuldava’s parameter-
free formula would not only imply the option of measuringttdifficulty
without knowlege of language-specific parameters (i.eighis), but, in
addition to this, the results obtained might easily be fi@gmsed to fit
one of the ‘established’ Flesch measures mentioned above.

— From atheoreticalperspective, insight might be gained as to the question
howWoLandSel, either as individual factors or as a complex combina-
tion in their self-regulating interrelation, influence tekfficulty.

The detailed study of th&/oL— SeLrelation is of utmost importance in
yet another respect for text difficulty researchWlbL can be characterized to
depend orfSel, as predicted by the Arens-Altmann law, then Tuldava’s for-
mula (2) might even be further reduced to one linguisticatalg, only. At first
sight, it might be equally plausible to substitute eithenWoL or theSeLvari-
able by the theoretical value to be expected according téteas-Altmann
law; however, withVoLbeing the dependent variable, rather tisah, it seems
more appropriate to substitute tihéoL variable, the more since the latter dis-
plays much less variation th&eLin a given text. In fact, the idea to substitute
Wol has been brought forth by Tuldava (1993a), but it has nevem benpiri-
cally tested, due to insufficient research on the Arens law.

2 Analysis

As to appropriate data serving as material for our studyn@ertexts anal-
ysed by Bamberger and Vanecek (1984) in their study on rédlitglals school
texts seem to be adequate. The authors investigated theikigcbf 380 texts
from primary and lower secondary level textbooks; in detady analyzed 240
special texts [Sachtexte], and 120 literary prose textadaitts (i.e., youth liter-
ature). These texts were evaluated by an expert team angdadiheir appro-
priateness for different school grades, each text beimgpatitd to a particular
difficulty level (DL). The authors then applied a variety of readability formu-
lae, taking into account a large number of different lingaiactors which
were tested for different levels from grades four througélte. The linguistic
characteristics of these factors are not relevant herggdopurposes, it may
suffice to say that among others, average valuegJfok andSelLwere calcu-
lated for all texts, and these data shall serve for the sulesgge-analysis.
Figures 1a and 1b show the relation betwdéslandSeLfor the 380 texts:
Figure 1la shows the original data points, in Figure 1b thedatre pooled in
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groups of ten each, in order to make the overall tendencyappere transpar-
ent. As can be seen, there is an obvious trend/of to increase with increas-

Word length
°g
o

Word length

Sentence length Sentence length

(a) Unpooled data (b) Data pooled by 10

Figure 1: Dependence diVoL on SelLfor 380 German texts from Bamberger and
Vanecek (1984)

ing Sel, this tendency is particularly clearly expressed in Figlioe Accord-
ing to the Arens-Altmann law, this relation may be modeledhsy function
Wol = a- Sel®: in fact, with parameter values= 0.75 andb = 0.33, the fit
turns out to be very good’? = 0.95), as can also be seen from the regression
curve added in Figure 1b.

These findings are in accordance with the Arens-Altmann lashthe hith-
erto undoubted assumption that, within a given languagé\ViblL-SeLrelation
on the inter-textual level can be modeled without distmef text types. How-
ever, extending the data base of 380 texts by adding the ahewtioned 117
data sets from the original Arens (1965) study, analogiqabled by items of
ten each, radically changes this view. Figure 2 clearly shthat the literary
prose texts studied by Arens display the same overall tréNdad increasing
with an increase oel, but in a different way as compared to the schoolbook
texts. This finding asks for a differentiated analysis otlalke text types sep-
arately.

Figure 2 shows the resulting tendencies in detail: Quitdalsly, there is
an increase dfVoL with an increase aBelLfor all three text types.
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Figure 2: Dependence diVoL on SeLfor 497 German texts (data pooled by 10)

Yet, the kind of increase differs for each of them; this factorroborated
by the divergent parameter values, which are representeabile 11°

Table 1:Fitting results for three text types

Texts N a b =3

Youth literature 140 ®9 024 09956
Adult literature 117 123 011 09658
Special texts 240 89 037 09562

Summarizing, we can say that no simple substitution of eithe WoL
or the SeLvariable is possible for Tuldava®D formula, since the relation
betweenSeLandWoL is not constant within a given language, but differs for
text types. It is a task for future research to find out whicth how many text
types must be distinguished in this respect; it seems todmorable, however,
to assume that we are concerned with the same kind of disetypss which
have been identified to be relevant for the discriminatiodisfourse type on
the basis of ‘simpleVoLandSeLstudies (cf. Grzybek et al. 2005; Kelih et al.
2006).

10. Interestingly enough, youth literature and adult éitere seem to follow an identical kind of
increase, though at different ends of the regression ciyoiréng the pooled data points for
the 257 literary texts in a common type of ‘literature’ resiih a good fit RZ = 0.92); in this
case, we obtain parameter valuesdet 1.25 andb = 0.10, which come very close to those
adult literature. Nevertheless, the two literary text groshall be treated separately in the
subsequent analyses.
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Text difficulty and text types

With these relations established, we can now come back tajtlestion of

text difficulty, separately for each of the two text type®.(i.120 texts from
youth literature and 240 special texts). Figures 3a and 8bamt the results for
Amstad’s and Tuldava’s formulae (1¢) and (2), respectively

TD (Amstad)

ava)

TD (Tuld:

Difficulty level Difficulty level

(a) TDaccording to Amstad formula (1c)  (b) TDaccording to Tuldava formula (2)

Figure 3: Text difficulty (T D) for 380 German texts (pooled by 20)

An inspection of Figure 3 allows for a number of importantetstions:

1. As expected, there is a clear major tendendylofindT D being closely
correlated; this tendency holds for both formulae, though wpposite
directions. Ignoring text type specifics, the dependenoy ™early lin-
ear kind, with a high correlation coefficient of= 0.99 in both cases.

2. Whereas there seem to be clear differences in the kindlatfae be-
tween word and sentence length for the two text types — attleissvas
the result of the analyses discussed above (cf. Figure 2)e-cdrre-
spondingT D values seem to follow a common tendency (nhotwithstand-
ing difficulty differences, of course). Obviously, partiautext types
have their own specific mechanisms of rulili@®, which allows, as a
consequence, for a common analytical procedure. As longasldi-
tional data change the picture, or further interpretatemesavailable, it
seems reasonable to consider the relation betixesandT D to be lin-
ear, across text types as well as within a given text typeh(wit 0.97)
in all four cases). Still, it remains an open question whethienot T D
can be reasonably defined without taking into account texaltgical
specifics.

3. Regardless of possible text typological specifics, ihguout that, at
least for German, the language-independent measufeDaaccording
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Tuldava (TD)
>

Amstad (REI-g)

Figure 4: Comparison of Amstad’REI| and Tuldava’sT D indices for text difficulty

to Tuldava’s formula (2) is equally efficient in predictibi- as is Am-
stad’s language-specific adaptation (1c) of FlesBtEd to German, the
correlation between both measures being highly signifi¢ast 0.99).
Figure 4 shows the correlation between both measures, oeahlior
both text types, but with distinct marks. This confirms Tutala above-
mentioned observations on a broader data basis; addiipinéd based
on the specific German adaptation of FlesdREl, rather than on the
original developed for English texts. In fact, both formakairn out to
measure in principle the same, though on different scales; eonse-
guence, they can be transformed one into the other. Withradagahe
380 texts analyzed here, for example, the transformatam ffuldava’s
TD value to Amstad’s scale might be easily calculated by wayhef t
equationRE lyermarr = 13309—15.24- T D; alternatively, the transfor-
mation from Amstad’s scale to Tuldava’s value can easily deeved
by calculatingT D* = 8.68 — 0.065- RE yerman It goes without saying
that, before generally applying these transformations @éontn texts,
more text types must be studied, covering the whole texpedtsum. It
is highly probable that this will resultin a more or less ddesable mod-
ification of these transformational procedures; by way ob@pgarison,
the transformation from Flesch’s origindE| into Tuldava’sT D would
result in the equatiom D* = 6.72— 0.05- REI, which also slightly differs
from the figures given in footnote 9.
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4 Results and conclusions

A first major result of the present study is the finding thateast for German,
text difficulty can be measured without any language-speataptation. As
compared to Amstad’s German adaptation of FlesRiiEs, Tuldava'sT D pro-
vides practically the same exactness of predictabilitgcpeally without loss
of information. This finding is of relevance not only for Geam if it can be
corroborated for further languages, no language-spedfptations, and no
parameter estimations, will be necessary in future. Twddaformula may be
considered to be universally valid; but this is a matter afary conditions
in the individual languages; at present, we have no idea #gg@oint which
represents an interesting linguistic question in its ovght;i namely, to what
extent the formula works in which way (i.e., with which pamters) for which
languages.

A second major result is that possibly no text typologica&afics need to
be taken into account when measuring text difficulty withdwa’'sT D: Since
word length and sentence length are the only two charatitsrigaken into
consideration in this formula, their interrelation has theebmitted to a de-
tailed analysis in this study. This analysis results in theesvation that, within
a given language, text typological differences do exist,rhight not play a
crucial role for measuring D; rather, it seems possible thBD is the result of
a language-intrinsic control mechanism, which allows Far &pplication of a
common (unique) procedure in text difficulty analysis.

Given these overall results, a number of important taskanmeto be tack-
led by future research:

1. As compared to the history of text difficulty research, muawore sys-
tematic study is necessary; this concerns both crossifitigegompar-
isons and intra-lingual specifics of text types:

(a) Within a given language, attention must be paid to (thegara-
bility of) different text types; for each of them the specifitation
between word and sentence length must be studied.

(b) As to cross-linguistic studies, the application of Taud’s formula
and its comparison with language-specific formulae seerbe tn
extremely promising way; in these inter-lingual compams®oo,
of course, due attention must be paid to text typology to canap
only like to like.

2. Assuggested by Tuldava (1993a), the value for either Veorgth or sen-
tence length may be substituted, theoretically, one foother. A nec-
essary pre-condition for this substitution is, of coursewledge about
the specific relation between word lengthand sentencehdbagtit for a
given language, in general, or for specific text groups, iti@aar). In
this respect, it has not been considered sufficiently thughé, within
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a given language, this relation may differ across text typesrefore,
before such substitutions, much more systematic study ewtil-SelL
relation along the Arens-Altmann law and its text type sfiebioundary
conditions is necessary.

3. Tuldava’s formula and its efficiency remain almost unakpgd; it is ob-
vious that the logarithm included leads to a weight reduotibsentence
length, but for the time being, there is no explanation imsighy this
weight reduction should be logarithmic. It seems reasentibbssume
that controlling the relation between word and sentencgthewill yield
relevant insight into this question, the logarithm posstirning out to
be but a good approximation. In any case, it would be desraither to
strive for a theoretical explanation of the logarithmic gigior to replace
the logarithm by a parametric model, the parameters of whicturn,
are then open to be interpreted.
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Parameter interpretation of the Menzerath law:
evidence from Serbian

Emmerich Kelih

1 Introduction

The law-like relation between word and syllable length as@ighe Menzerath
law has been corrobated empirically in many different laaggs. As to South
Slavic languages, we have the studies by G¢jp50) and Grzybek (1999) on
Croatian, and by Grzybek (2000) on Slovene. The aim of thegmepaper
is first of all to provide empirical evidence of the Menzerktiv for another
South Slavic language, namely Serbian, distinguishinigdint text types in
our analysis. Second, a linguistic interpretation of theally iteratively de-
rived parameters of the Menzerath law is offered. Furtheeritavill be shown
that some parameters of the Menzerath law can be replacethpiieally
obtainable quantitative features.

2 Word and syllable length: theoretical background

The Menzerath law is one the most important insights of dtativie linguis-
tics — cf. Altmann (1980), Altmann and Schwibbe (1989Febicek (1990)
from recent years. It contains some law-like statementsi@fielations be-
tween language constituents and their components, sudhea®lation be-
tween the sound duration and the syllable length, betweenvtird and the
syllable length, between word and sentence length etc.isnpdper special
attention is paid to the relation between word and sylladfgth. According
to the Menzerath law, it is expected that with increasingddength Wol),
measured by the number of syllables, the mean syllablehdBgtl), measured
in number of graphemes, phonemes or sounds, decreasenviitally this
can be expressed &yL= a-WoL P, Usually the parameteesandb are de-
rived iteratively by means of statistical software. The nieg of these param-
eters is as follows: Parametaidetermines the shift on theaxis and can be
understood as the “starting value” of the fitting curve, whihrameteb is re-
sponsible for the steepness and “speed” of the decrease ofitkie. Before a
more detailed analysis of the parameters of the Menzeraticda be carried
out, the Serbian texts used and the behaviour of word andtdgllength in
Serbian first have to be discussed.
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2.1 The Menzerath law in different text types

A corpus of Serbian texts of different text types and funwdicstyles is used
for the analysis of word and syllable length. It consistsesf thapters from
diploma dissertations, 32 sermons, seven prose texts mgRihjanski Dnev-
nik o Carnojevicy and 30 journalistic textst is noteworthy that it is not the
individual texts that are analysed, but rather the sub-amerpf the different
text types already mentioned. Additionally a whole corpaswreated, which
includes all sub-corpora. This structure allows both thalysis of a broad
spectrum of different texts types and — in terms of the whagues — the
influence of text mixtures on the relation of word and syksleingth.

The average text length of the sub-corpora usédapproximately 4900
word form types. The literary texts are the longest (ca. 5yp@es), whereas
the sermons consist of only 4365 types. The whole corpus ted Eength of
16461 types; see Table 1 for an overview of the texts used.

Table 1:Analysed texts and text length

Text type Number of texts ~ Word form types
Scientific texts 10 chapters 4948
Literary prose 7 chapters 5216
Journalistic texts 30 5436
Sermons 32 4365

whole corpus 16461

To obtain the necessary data for the measurement of the wdrdydlable
length these linguistic operations were performed:

1. Serbian has, as proposed in text books and academic grarchd&eh-
der 2006), 30 graphemesa <o, B, 1, 1, b, e, x, 3, u, j, K, JI, Jb, M, H,
W, 0,1, p, C, T, 1, y, &, X, 11, 4, i1, m>. The texts have been analysed
in their orthographical form.

2. The word length (length of word form types) is measuredHhgyrtum-
ber of syllables, and= e, u, o, y> are treated as syllabic graphemes.
However, to take into consideration the phonetical/phogickl level,

the o> — if located between two consonants — is also treated as a syl

labic grapheme. For further information on the automaliqa¢rformed
word length analysis cf. Antiet al. (2006).

3. In every sub-corpus and in the whole corpus the word leagthmean
syllable length — the two sets of data needed for the anaty$ise Men-
zerath law — were determined by the number of graphemes.

1. All texts used are part of the research project on Quéaimétaext Analysis (QuanTA) located
in Graz; cf.http://quanta-textdata.uni-graz.at/.
2. We applied orthographical criteria for the identificatiof word form types, cf. Kelih 2007.
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2.2 Empirical results

Using the basic power modsiyL=a-WoL it was ascertained that in all anal-
ysed sub-corpora the validity of the Menzerath law can bdicoad. TheR?

is in all cases> 0.94. For the scientific texts we even attainedR8n= 0.9864,
which can generally be understood as a very well-fitting lteSable 2 gives
the empirical dataQyL), the theoretical value${L*), the parameter values for
aandb and theR? values®

Table 2:Word length — Syllable length in Serbian text types and thele/borpus

Whole corpus Scientific texts Literary prose Journaligidd  Sermons
WoL SyL Syt SyL Syt SyL SyE SyL SyE SyL Syk

1 318 308 296 293 309 301 318 308 296 293
2 253 264 254 258 244 254 253 264 254 258
3 232 242 238 240 22 230 232 242 238 240
4 221 227 224 228 211 215 221 227 224 228
5 217 216 219 219 208 203 217 216 219 219
6 215 208 214 212 206 194 215 208 214 212
7 210 201 210 206 210 201 210 206
a 3.08 293 301 308 293
b —-0.22 —0.18 —-0.24 —0.22 -0.18
R? 0.94 099 095 094 099

Figure 1 (p. 74) demonstrates the relation between wordyladhke length
in the whole corpus. For our Serbian texts the Menzerathdasenfirmed and
furthermore the mixing of texts (i.e., the whole corpuspelg has no negative
impact on the the fit.

Thus, it can be concluded that the word and syllable lengttiifierent
text types — as predicated a priori — is regulated by the Meatizdéaw. In the
following section we analyse whether there are significéférgnces between
the coefficients of regression of the different text sulbpooa.

2.3 Significant differences of parameb&r

As can be seen from Table 2, the parambtelearly depends on the text type:
The smallest value is found for literary prosge- —0.2430), whereas for jour-
nalistic texts the parametérhas the highest valud & —0.1761). All other

3. All 8, 9 and 10-syllable words have been excluded from aalyesis. These words occur
extremely rarely, e.g. ten-syllable-words occur twice ame-syllable words occur only three
times in the whole corpus. The mean syllable length of thes Wengths shows a slightly
abnormal behaviour and they do not fit the commonly obtaieediéncy. Hence, they are
treated here as outliers. It is unclear whether the low ®equ or the relatively high word
length is responsible for this unusual behaviour.
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Figure 1: Word length vs. syllable length: the whole corpus

text types and the whole corpus can be located between thegmtes. It has
to be clarified whether or not these differences are stegibfi significant.

To do this, the formul®yL= a-WoL ? is transformed by logarithmization
to the linear modelog(SyL) = log(a) + b-log(Wol). The statistical test used
is applied in Grzybek et al. (2006) and Zéfel (2002: 146), hadce does not
need to be presented again in detail here.

Itis not necessary to test all possible differences sydieally, but it is suf-
ficient to present the comparison of the lowlegliterary prose) with all other
sub-corpora and the whole corpus. Table 3 representsiilees anc for the
performed test and it remains clear that there are no signififferences (in
all cases > 0.05) between the compared pairs.

Table 3:Results for the-distributed test statistics

Pairs of comparison t-value DF p
Literary prose Journalistic texts 0.23 9 0.8200
Scientific texts 0.22 10 0.8302
Sermons 0.90 10 0.3874
Whole corpus 0.08 10 0.9364

As a result, it can be stated that there are no statisticahifscant differ-
ences in the “steepness” of the fitting curves, and thus a canrstatistical
mechanism seems to organise the relation of word and sgllabyth in our
Serbian texts.



Parameter interpretation of the Menzerath law: evidenoafiSerbian 75

3 Interpretation of parameter a

A systematic interpretation of the parameters of the Meathelaw, i.e. the
length of a componentis a function of the length of the cartstthas been pro-
posed by Koéhler (1984, 1989). In regard to linguistic systeiinis suggested
that human language processing is a sequential proceskatrariguage com-
ponents are processed term by term linearly.

Furthermore, it is assumed that there is some kind of caphmiit in lan-
guage processing, especially in regard to the length otilstiz components.
For the Menzerath law, the parameterepresents, as proposed by Kohler
(1984, 1989), the mean length of a language construct, stimgiof one com-
ponent. For a detailed re-analysis of the parametensdb from various lan-
guage levels (syllable, word, and sentence length) of thezdieath law, see
Cramer (2005).

If this interpretation holds true, then the parametapproximately equals
the mean syllable length (measured here in the number ohgraes) of one-
syllable words. Thus, paramei@can be replaced by the mean syllable length
of one syllable words (henceforByls). However, such a replacement can be
performed only if this leads to no substantial worseningheffit of the results
in general, i.e., the fitting results should not be worse ttienothers when
iteratively determined parameters are used.

Replacing parameterwith the mean syllable length of one syllable words
indeed does not cause a substantial worsening of the rekaitdit; see Ta-
ble 4 for the detailed results and tR& calculated on the basis of the replaced
parametea.

Table 4:Replacing parameterand new results

Text types Syly New parameteb New R2 R

Scientific texts 2.9640 -0.1894 0.9830 0.9864
Literary prose 3.0902 -0.2636 0.9456 0.9463
Journalistic texts 2.9595 -0.1919 0.9543 0.9487
Sermons 2.9708 -0.1998 0.9543 0.9554
Whole corpus 3.1784 -0.2413 0.9288 0.9439

* Based on iteratively determined parameters

There is of course a worsening of tR&, but a satisfyingR? > 0.92 can
still be obtained for all text types and the whole corpusalt thus been shown
that a replacement of the iteratively determined parameetsr an empirical
characteristic (mean syllable length of one-syllable wdhuses no substan-
tial worsening of the results that fit. Thus, the interpiietaproposed above,
that parametea represents the upper limit of a language construct congisti
of one component, seems to hold true for the Serbian textgsathhere.
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3.1 Dependency of parameteonb

As commonly known from synergetic linguistics, there aredhaany isolated
language characteristics. This also holds true for pamragivhich is in a sys-
tematic interrelation with parametierAs already pointed out by Kéhler (1984:
181 and 1989: 110), under ideal circumstances these paenséiobuld be in a
linear interrelation. According to our interpretation ghd replacement of pa-
rametera, the relation betweeByl; and parameten can indeed be captured
by a simple linear relation. As can be seen from Figure 2, bb#racteristics
can be modelled by the simple linear equatiba —0.2869- Syl; + 0.6528
with anR? = 0.7109. This is of course not a perfect fit4 0.07), but at least a
common tendency can be obtained, which globally suppogtatierpretation
mentioned above.

0,00

-0,05 4

-0,10 +

0,15

SyL-1

-0,20 4

-0,25

-0,30

T T T T T
28 29 3,0 3.1 32 33 34

New parameter b

Figure 2: Relation betweeSyL— 1 and parametdy

Finally, with this linear interrelation in mind, the origihmodel of the
Menzerath law can be “simplified”: Replacing parametewith the linear
modelb = —0.2869- Syl + 0.6528, we arrive at the final equation 8fL=
Syly - Wol0-28695y.+0.6528 Therewith, both formerly iteratively determined
parameters are replaced by empirical characteristicselyatine mean sylla-
ble length of one-syllable words and systematically relatiearacteristics of
this value. This replacement is particularly reasonabdeabse for our anal-
ysed texts types it holds true that the longer the one-dgllabrds, the faster
the shortening in longer (i.e, 3 4,...x syllables) words.

This replacement is justified due to the fact that again, itkefipe replace-
ment of the parameters, no substantial worsening of theditgsults is obtain-
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able; see Table 5 for an overview on these results with itelgtdetermined
and replaced parameters.

Table 5:Comparison of results

R? R2
Text types (iterative parameters) (replaceahdb)
Scientific texts 0.99 0.98
Literary prose 0.95 0.89
Journalistic prose 0.95 0.94
Sermons 0.96 0.95
Whole corpus 0.94 0.91

Naturally, the replacement of the parameters by empiribatacteristics
leads to slightly worse fitting results, such as, for insearior the whole cor-
pus R? = 0.94—0.90) and the literary proserf = 0.94—0.88). But for the
remaining three text types a satisfyiRg > 0.94 is obtainable. However, this
result has to be interpreted as a good result, especialpusemf the fact that
ultimately the “meaning” of the parameters used remaingequéar now.

4 Summary

The results of the present paper can be summarised as follo®srbian texts
the relation of word and syllable length is organised quytesmatically ac-
cording to the Menzerath law. Moreover, it has been showhttteusually
iteratively determined parameters can be replaced by @apirharacteris-
tics of the word and syllable length, namely by the mean bidldength of
one-syllable words. Due to an empirically derived mutu#irelation of the
parameters and the mean syllable length, a model with iretrg parameters
can be used. Lastly the replacement and reduction of paeasetuses no sub-
stantial worsening of the fitting results and thus the pregdasmplification of
the Menzerath law seems to be justified for the texts analiystiis paper.
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A syntagmatic approach to automatic text
classification. Statistical propertiesiéf and
L-motifs as text characteristics

Reinhard Kéhler, Sven Naumann

1 Introduction

Most approaches to text classification are based on paratigimformation
only, i.e. they apply a “bag-of-words” model of text or theyey as Herdan
(1966: 423) put it, “language in the mass” studies to obtekt features for
classification (and other) purposes. Classical corpugiigtics and informa-
tion retrieval techniques have in common that documentsegeesented by
term weight vectors based on word frequency informatioreréfare a few at-
tempts to use syntactic or statistic phrases instead ofsM@dropreso et al.
2001, Fuhr and Buckley 1991, Schutze et al. 1995 and Tzess¥93), but
they have not proved to be superior to simple word-based lmddesearchers
in the field of quantitative linguistics try to contribute tiext classification on
the basis of, e.g. word length and sentence length disiiisitooking for sta-
tistical properties of these quantities that could be tsodd text genres or text
sorts in general. Similar investigations are known fronhestetrics and, in re-
cent years, from forensic linguistics (where, in the firgtqal, word frequency
distributions play a crucial role).

All these methods ignore syntagmatic information: The oizgtion of the
linguistic elements and of the property values of these efemin the course
of the text is not evaluated. This is true not only for applmas such as text
classification but also for quantitative linguistics in geal. Only a few at-
tempts to include syntagmatic information have been phbtis/et (Andersen
2005, Hebitek 2000, Kohler 1999, Kdhler 2000, Pawtowski 2001 and Uh-
lifova 2007). Although term occurrence contributes only atfoa of a text’s
meaning the above-mentioned methods are rather succédsthe usefulness
of search engines and other document retrieval applicgitibdevertheless, in-
vestigations as to how much simple and machine-operabimipees to de-
termine and processing syntagmatic information may imgrdassification
results seem to be worthwhile. Therefore, the present gtuelsents one such
simple approach to utilizing “language-in-line” (Herda®6b: 423) features of
texts and first results.

As an appropriate unit of investigation, theotif was chosen (originally
calledsequencesr segmentscf. Kohler and Naumann 2008):
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Definition 1
A motif is defined as the longest continuous sequence of eapuatreasing
values representing a quantitative property of a lingciistiit.

As a refinement of this general definition, we obtain two splemies:

Definition 2
An L-motif is a continuous series of equal or increasing lengthes (e.g. of
morphs, words or sentences).

Definition 3
An F-motifis a continuous series of equal or increasing freqguemalues (e.g.
of morphs, words or syntactic construction types).

An example of & -motif segmentation is the following. The sentence “Word
length studies are almost exclusively devoted to the prolaé&distributions.”
is, according to the above-given definition, represented bgquence of five
L-motifs: (1-1-2) (1-2-4) (3) (1-1-2) (1-4)if the definition is applied to word
length measured in the number of syllables. Similarly, featan be defined
for any linguistic unit (phone, phrase [type], clause [fypc.) and for any
linguistic property (polysemy/polyfunctionality, pobpttuality, etc.). Variants
of investigations based on motifs can be generated by chgrge direction
in which these units are segmented, i.e. beginning from tisé dinit in the
text/discourse and proceeding forward or beginning froenl&st item and ap-
plying the definition in the opposite direction and by reptac‘increasing” by
“decreasing” values of the given property in the definitibthe motif! We do
not expect statistically significant differences in theuttss In contrast, differ-
ent operationalisations of properties will affect the tesin many cases, e.g.
if word length is measured in the number of letters or in therage duration
in msin speech. Some of the advantageous properties of the nésvaraithe
following:

1. Segmentation in motifs is always exhaustive, i.e. no gmsated input
will remain.

2. Motifs have an appropriate granularity; they can alwagperation-
alised in a way that segmentation takes place in the same ofrdeag-
nitude as the phenomena under analysis.

3. Motifs are scalable with respect to granularity. One dredsame defini-
tion can be iteratively applied: It is possible to form metiin the basis
of length or frequency values etc. of motifs.

4. Following the definition, any text or discourse can be segped in an
unambiguous way.

1. It may be, e.g. appropriate to go from right to left whenralaage with syntactic left branch-
ing preference is analyzed.
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5. Motifs display a rank-frequency distribution of the Zigfandelbrottype
(cf. Figure 1), i.e. they behave in this respect in a way simib other,
more intuitive units of linguistic analysis.

2 Method and data

A relatively small text corpus was collected for the presaralysis, consisting
of 55 documents from five different text sorts (10 poems, Idatiae texts, 10
juridical, 10 scientific, and 15 journalistic texts). Teghbths varied from 90
to 1500 (poems) and 350 to 8500 (prose) running word forms.

100

0,1 T T T
1 10 100 1000

fIx], NP[x]
Figure 1: The rank-frequency distribution &f andF-motifs can be modeled by the

Zipf-Mandelbrot distribution. Here,
df =1607P[X?] ~ 1.0,N = 3623n = 2102

Each of these documents was analyzed, according to thetaefgofL-
andF-motifs as given above, first on the word level and then on ¢lrellof
the motifs themselves. lf-motifs are formed from such a sequence of motifs a
second ordek-motif (or aLL-motif) is obtained. Thus, in the examplke-1-2)
(2-2-4) (3) (1-1-2) (1-4)we have twd_-motifs of length 3 followed by one of
length 1 etc. The correspondihdi-motif sequence i§3-3) (1-3) (2)

Analogouslyl LL-motifs etc. can be formed but als& -, FL,- FLL-, FLF-
etc. motifs are possible, depending on the hypotheses shd#yr. For the pur-
poses of the present paper, only first and second order matits determined
and evaluated. Then, the rank-frequency distributiondl ti@motifs were de-
termined for all the documents and fitted by the Zipf-Mandetiblistribution.

For text classification, the 55 documents in the corpus wepeesented
by vectors of 11 and alternatively 9 attributes (cf. TableThen all pairs of
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attributes were scrutinized,; finally a Best-First Decisioae classification al-
gorithm was applied to the complete set of vectors.

Table 1:Attributes formed on the basis of the frequency and proltglistributions
of the motifs

Al hapaxV|L] Proportion of hapax legomena of themotifs in re-
lation to the inventory size of the motif tokens on the
basis of words

A2 hapax/L[LL] Proportion of hapax legomena of thé -motifs in
relation to the inventory size of the motif types on
the basis of.-motifs

A3 hapaxL[LF] Proportion of hapax legomena of thé&-motifs in
relation to the inventory size of the motif types on
the basis of--motifs

Ad hapaxL[FF] Proportion of hapax legomena of tlé=-motifs in
relation to the inventory size of the motif types on
the basis of.-motifs

A5, A6 Ordl,S[F_glob| Ord's criterial andS of the rank-frequency distribu-
tions of F-motifs in the individual texts on the basis
of word frequencies in the corpus

A7 b [Fyiob] Parameteb of the Zipf-Mandelbrot d. oF-motifs
(F: corpus)
A8 b [F] Parameteb of the Zipf-Mandelbrot d. of-motifs
(F: text)
A9 hpx/L [W] Proportion of the hapax legomena of the word-forms
(A10) a[Fgiobl Parametem of the Zipf-Mandelbrot d. oF-motifs
(F: corpus)
(A11) a[F] Parametem of the Zipf-Mandelbrot d. of-motifs
(F: text)

F-motifs in texts from a corpus can be determined with resfzeto dif-
ferent methods of frequency count: The frequency valuesvfimds can be
determined on the basis of the occurrences of the words igitle text or
with respect to the complete corpus. This difference is shiovfable 1 in the
following way: “[F]” refers to frequency counts in the individual texts wherea
“[ Fgiot]” indicates that the frequency values were taken from thramete cor-
pus.

The last two attributes (the parameter a of the Zipf-Manaitistribution)
were not used in the final analysis because, as is well kndwerpdarameters of
this distribution are not independent of each other andus®zadepends also
on text length.
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Results
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Pairwise examination of the attributes revealed that sohtleemn are able to
separate one of the text sorts from all the others. FigurésBew examples.
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Figure 2: The relative number of hapax legomengemotifs and parametds of the
Zipf-Mandelbrot distribution of motifs on the basis of cagfrequencies
separate narrative texts from the others
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Figure 3: The relative number of hapax legomena of word-forms andrpeterb of
the Zipf-Mandelbrot distribution df -motifs (on the basis of text
frequencies) separate juridical texts from the others
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Figure 4: The relative number of hapax legomenaefmotifs formed on the basis of
F-motifs and the relative number of hapax legomenk-afiotifs on the basis
of L-motifs separate journalistic texts from the others



86 Reinhard Kdhler, Sven Naumann

These findings suggest that it should be possible to obtaairly fjood
classification on the basis of the selected properties. Mam it should be
possible to reduce the number of features as there are oslgditegories to
classify in. Therefore, the Best-First Decision Tree mdtlighi 2007) was
applied.

Figure 5 displays the best composition of attributes frol@d and the
classificatory keys (i.e. the threshold values). The nusilmgparentheses indi-
cate how many of the texts were correctly assigned to thengilass and how
many belong to another class.

A3

<0.63085 20.63085
Jou A7
(15.0/2.0) = 39.80175 <39.80175
Nar A2
(10.0/0.0) 20.57885 <0.57885
Poe A10
(9.0/1.0) <3.13224 >3.13224
Sci Jur
(9.0/0.0) (8.0/1.0)

Figure 5: Four attributes separate the text sorts in the corpus
Table 2 shows the confusion matrix.

Table 2:Confusion matrix for the classification

| NAR JUR PoE Jou Sci
NAR 10 0 0 0 0
JUR 0 6 1 1 2
PoE 0 0 8 1 1
Jou 0 0 1 14 0
Sci 0 1 1 0 8

Table 3 shows the evaluation matrix for the classification.

4 Conclusion
Our experiments encourage approaches that are based dy founeal and
automatically determinable properties of texts:

1. The properties used here are absolutely independenpiastand do-
mains (vocabulary-independent).
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Table 3:Evaluation matrix for the classification

TPrate FPrate Precision Recall F-Measure ROC area Class
1.000 0 1.000 1.000 1.000 1.000 AR
0.600 0.022 0.857 0.600 0.706 0.689 URJ
0.800 0.067 0.727 0.800 0.762 0.832 oP
0.983 0.050 0.875 0.933 0.903 0.920 ouw
0.800 0.067 0.727 0.800 0.762 0.853 CcIS
0.836 0.042 0.841 0.836 0.834 0.864 Weighted

average

T(rue)P(ositive), F(alseP(ositive), R(eceiverD(peratingC(haracteristic)

2. Only very few properties are used whereas most other appes need
long vectors of term weights etc.

3. Only four properties suffice to obtakvalues around.90.

Future studies comprising
— large numbers of texts
— more text sorts
— exploration of other functions of motif properties
are necessary in order to determine whether syntagmatiaésdike the ones

we proposed provide a useful tool for (text) classificat@sks and might help
to reveal theoretically interesting text properties.
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Probabilistic reading of Zipf

Jan Kralik

1 Introduction

The Zipf law has become the basic formula of quantitativguistics. Nu-
merous verifications have been followed by numerous ingagions. These
modifications were intended to find a better fit with the meadueality in
different types of linguistic situations. Linguists goteaisto the Zipf formula
generally and its influence became so strong and populantgsaty no one
asks for more explanation than the one offered by Zipf osljynthe principle
of least effort (Zipf, 1949).

The essential problem in an attempt to explain or find the raeism lead-
ing to what is being described by Zipf's formula lies in th@ception of rank
r in its relation to frequency:

fr=k/r 1)
or in the Mandelbrot (1954) version:
fr=k(r+0)™8 (2)

In these formulae, algebraicallgnk plays the role of one of the variables
(k and o are constants). But rank does not represent any naturablarilt
does not express any property, any feature, nor any chasdicte that could
acquire values and which, therefore, could be measurable.

On the other hand, rank is not an independent phenomenok.dppears
as a result of different frequencies, and different freqiesiare caused by dif-
ferent possibilities of words to occur (or “to be used”). guencies of words
vary according to the utility of words, and rank is the funatiof resulting
frequencies. Therefore, the conception of rank involves ah important sta-
tistical and probabilistic aspect.

2 Utility

The existence of the frequency of any linguistic elementaigsed by many
factors, which could be projected into the commonly un@dedable concep-
tion of utility or usefulness. Thus, all the grammaticapital, stylistical, ter-
minological, educational, mental, plus many other, agpean be involved.
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Experimental observation of sucitility or usefulnessliffers in various situa-
tions and times. It even changes within one author’s texséshas been already
shown elsewhere, such a conceptiorutfity is that very essential property,
for which (in terms of the axioms of The Probability TheoryKglmogorov)
the simple additive measure can be defined over all the sedsect upon the
field of elementary linguistic events. Such an additive meashen, accord-
ing to the axioms, is calledrobability (Kolmogorov 1933). When the Law of
Large Numbers is applied, this axiomatipabbability can be commonly iden-
tified with the limit value of relative frequencies, compdit@ a long row of
observations made under comparable circumstances.

This explanation is not a mere play with words. The t@nabability refers
both to the propertyutility, usefulnessusage and to some number (from the
interval < 0;1>). The number, however, is one of many possible realizations
of the influence of the property. Not only in linguistic resgg probabilities
are often represented by relative frequencies, and thenatigroperty ofuse-
fulnessor of chanceto be used or of utility is forgotten. Such simplification,
substituting the measurable random variable directly yalues, is comfort-
able and practical, but it nearly excludes any further abersitions.

In contrast, when the random variable caligiity is discussed, we can go
on thinking about its distribution and density function amel can use it with
further models. For example, let us express the randombilanidility by 6.
Then, its distribution function

F(x) =P(0 <Xx) (3)

expresses the probability that thility 8 does not exceed the valueBoth the
utility 68 andx are from the interval <0;1>. The supplementary function

N(x) =1-F(x) 4)

describes the probability thétreaches or exceeds the vaki€rhis N(x) has
its real representation in every frequency list of wordshim tatio

__ (Number of words with the utility equal to or greater than x)

N() ~ (5)

(Vocabulary extent of the text)

where instead oWord, the termselementor item can be used for immediate
generalization (Krélik 1997). If the sense of this ratio @sidered for the
beginning of the frequency list, it can be seen that: Forwaility level x, the
nominator (humber of words with the measuraiblity equal to or greater than
X) equals to theank corresponding to leved

If the sense of ratio (5) in the middle and at the end of the'feagy list
is considered, it can be seen that: Following the reverstiin of the fre-
quency word list, there are numerous sets (long “interyaistivords, in which
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the measure aitility is equal tol, 2, 3, etc. In such sets the non-statistical al-
phabetic ordering is used, so that thekbecomes random. In fact even within
such sets the values aofility of words differ. In the case of a single frequency
list, many different values are projected into the samegetelf many fre-
quency lists were confronted, or great corpora analysesghlachance appears
to distinguish between any two words (elements, items) #sdir measure of
utility. Subsequently, it would be possible to establish treik. So, again, it
could be seen that: For anyility level x, the number of wordsvith the mea-
sure ofutility equal or greater thax) equals theank corresponding to level.
Thus, for the whole vocabulary, we could generally write:

N(X)=1-F(x) =ryx/V (6)

wherery symbolises the rank of the word with measureitifity equal tox and

V symbolises the number of all different words (vocabulaAgnalogically,
the real representation afcan be found in every frequency list or frequency
dictionary in the form of the ratio

" (Number of occurrences of the word with the measure of yigual to x)
- (Number of all current words)

The numerator of this ratio is usually symbolisedf@yabsolute frequency),
the denominator is usually symbolised lHy(the current text extent):

x = fx/N (7)

Here again, as is the rule,is generally different for different words at
the beginning of the frequency list, and, at the end of thgueacy list,x
is usually expressed by some common value for more or evely mards.
Againitis clear that, as a general view which would deal witiny frequency
lists, it would be possible to distinguish each correspogdalue ofutility for
each word as precisely as requested. Using the introdudetspaf view of
representations df(x) andx, we could write

These equations show how the conceptiomantk is connected with the
corresponding measure dfility, or, in other words, with thgrobability or
relative frequencyThis natural connection is existential. The property df ut

ity (the ability to be used, measured by probability) cawses influences the
phenomenon direquencyand frequencies formank.

(8)

3 Density

The above written formulae open the way to further constitara. The first
logical question concerns the explicit form of the unknowistrébution func-
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tion of utility F(x) as described in (3). It opens endless space for sophigticate
suggestions, hypotheses, estimations or subjectivs.trial

Let us discuss the density functi6t(x), the derivative of the distribution
functionF (x) for vocabulary, so that we can use the common knowledge about
word frequencies. The density functiéri(x) of the variablex called utility,
should give information about the distribution wiility. It should express the
common experience, that in normal text, for every leveltlity, more re-
peated words do form less numerous sets than more rare worésen when
only this principle of reverse proportionality is accepted interesting model
can be constructed. It is based on the idea, that accordthg tIforementioned
principle, soméierarchyof utility exists.

Let us consider re-ordering the vocabulary (set of all défe words, lex-
icon) based on dividing it into categories accordingititity in the following
way: the category assigned to indiekvolves some numbey; of elements,
being represented by one common value of utiityCategories can be con-
structed in a way so that

Xi=0a-X_1 (9)

fori =1,2 3, ... kand with “coefficient of hierarchizationd > 1. Each next

category is characterised biility on the level that isr-times higher (stronger).
This implies that also some dependence between the numbeleneents in-

side the categories should exist. The discrete construatiows the generally
linear expression:

Vi=Ti-Yi-1

The previously mentioned empirical experience from fremyedictionar-
ies (more repeated words do form less numerous sets tharratengords do)
indicatesr; < 1. Thus, at the same time, we could write
i—1

2
Xi=0a-Xi_1=0"-Xi_2=...=0Q - X1

i
Vi=Ti-Yia=-|[]%]wn
i i*Yi <r|_L r)

A further step consists in fixing the second parameter

Presumption.Let us discuss the simplest case in which the decreasing pro-
portionality values; (r = 2,3,...,i) do not differ too much, so that they could
be approximated by one common vajues 1 so that the following simplifica-

tion could hold: .
1

T = it
1
Then, the number of words in the categoopuld be counted as

i1

Yi=H"" -y (10)
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wherey; is the number of words in the first category after hierardivrshas
been done, which equals the number of words with the loutdgly expressed
by the chosen level;; let us remark that usually = 1 andy; = [number of
hapax legomena]). This presumption tells us in other wdtds,theutility of
a word from categoryis proportional to the sum of utilities of all words in the
previous category— 1. The proportionality is given by values (coefficient
of hierarchization) angt (humber-of-words reduction).

An important algebraic simplification can be done in follogiiway. Let
us re-write the exponert — 1) from x; = a(=Y . x; by means of logarithms
i —1= (loga)~*(logx —logx;) and let us use this in the expressioryof

Yi=Vyi- “(logmflogxl)/loga
Other algebraic steps can be performed, as follows:

yi =y1 - (explogu)(09%-19x1)/loga
=y1-exp{logu - [(logx —lgx;)/logal}
=y1-exp{[(logxilg )/loga] + [(logx, - logu)/(—loga)]}
=y1-exp{(logx -logu)/(—loga)} - (explog;)'°9+/ 109,

To reach the readable explicit form of dependence betweamdx;:
Because we know that and u, as well asy; andx; are supposed to be
constants, concluding simplification can be written

yi =B-x (11)

whereB = yl-xI[g andB = (lgu/lga) < 0, still knowing thata > 1 is the
coefficient of hierarchization and < 1 is the decreasing proportion of number
of words in the neighbouringtility categories.

By means of words we could summarize that within the sugdesier-
archy, the number of words in every category of utility canelipressed by
means of the exponential (power) functiorutifity . We already mentioned that
the characterization of words by utility can be done as ately as requested.
This enables us to presume that the discrete formula (11beaatisfactorily
replaced by the continuous equation

y= B-XB

which offers one of the possible analogies with the densibcfiony* for the
distribution of words (lexical units) according to theiflity. For such an idea
it would hold

0 for x<0 (12)
y'(x)= B*-xf for x>0 (13)
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whereB* involves the necessary norming gBe: O (we could write even more
didacticallyf3 = —b;b > 0). The most important issue of all these steps is that
the corresponding distribution function can be expresséide form

F(x) = B /tht _ B*/tﬁdt — BB+ P =EX  (14)
Zeo 0

and that this integral, as the function, again possessefotheof a power
function:
F(X)=[B/(B+1)] ¥ =E %

Let us remind you that all the parameters and variables caxplained
from the hierarchy of the increasing levels of utility andrfr decreasing num-
ber of words on such levels (Kralik 1983).

4 Conclusion

From the first part of our considerations we already know ploissible inter-
pretation of the supplementary function

N(X) =1—-F(x) =ry/V (15)

We also know that the value of utility can be approximateddigtive fre-
quency (6) f/N), f = absolute number of occurrences withNn= current text
length) and we supposed the most simple form of distributioetion (14), so
that following final steps can be done:

r/V =1—E-(f/N)
E-(f/N)E=1—rV
(fr/N)® = —1/E-(rx/V —1)
fr = N(—1/E)Y¢. {(rfo)l/f/vl/f}
=N(=1/E-V)YE. (ry—V)Ve .

(16)

Within finite texts for comparabldl (text extents) an& (vocabulary ex-
tents) the above written last equation can be formally ustded as:

f=k(r+o)® 7)

which equals the well known form of Mandelbrot’s (1954) emtion of orig-
inal formulae by Estoup (1916) and Zipf (1949). It can be otijely stated
that this is no new knowledge. It is not new from the point afwiof the ne-
cessity of verification. Hundreds, maybe thousands of amafiions have been
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published. What is new, however, is the insight based onlibeeaperformed
deductions: the construction of each parameter presezaémeaning, so that
parameters can be analysed, measured and interpreted.

But not only this direction can be followed for concludinghs@erations.
The starting point of this construction was a natural ideaualthe type of
hierarchy in the distribution aitility. All the known verifications of the result
indicate that our nearly random presumption about hiesafttte higher the
utility is, the lower the number of its words) given by someand about the
decreasing proportionality of numbers of elements in tliidted categories
by an equajs, must have been very near to the reality.

Economists will see similarities with the distribution afidincial incomes
as has been described by Pareto. The Pareto parallel, artteerg,deads to a
special type of Pearson curves, which corresponds with dheaRscheme for
a special urn model with a changeable measure of return.ipohtbwever, a
linguistic sense can be given, by what we know about the huonaim and
about the author’s text creation. Independently, the sstggehierarchy is —
maybe surprisingly — very near to the idea of the neuron drgéion of the
human brain, its memory and functioning.

A very similar type of hierarchy is well known from guantiftens of the
Menzerath-Altmann Law (the longer the construct is, thertgnare its con-
stituents). And last, but not least, the suggested cormepfiutility hierarchy
is not in contradiction with the Principle of Least Efforth&@utility hierarchy
offers an explanation on which bases and why the Principleeafst Effort
works.
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Reuvisiting Tertullian’s authorship of tHeéassio
Perpetuadhrough quantitative analysis

Jeronimo Leal, Giulio Maspero

1 Introduction

ThePassio Perpetuais one of the oldesActa Martyrum written in Africa at

the begining of the Il century. It is an amalgam of texts suret written by

the same author: Introduction (321 words), the Diary of tretgrium (that

is not interesting for our research) and the Conclusion {M@rds). We must
suppose one or two compilators for the introduction and thelusion. These
two parts, by style analysis, have been attributed to Tiertut

This hypothesis is traditionally related to d’Ales (190Y.:but also Ruinart,
Robinson, Zahn, Harnack, Franchi de’ Cavalieri, Bonwetsuth Kriiger (Leal
2009: 62ff.) are among its proponents. De Labriolle (1928ffl) is the only
one against the authorship of Tertullian. More recenthharghip has been
attributed to Pomponius (Braun 1979: 117), a demi-lettan{&ine 1968: 73),
a bishop or presbyter (d’Ales 1907: 7), somebody of the eatpeiof Tertullian
(Lanata 1973: 160), or two different compilators (Amat 1986).

The aim of this contribution is to test the validity of a quitattve method
to analyze the works of Tertullian and apply this method ® djuestion of
Tertullian’s authorship of th€assio Perpetuaén particular, our aim is to test
numerically the hypothesis that the first and the final parthefwork were
written by Tertullian and to check the attribution of all tverks transmitted
under the name of this author, together with those congidgrarious by crit-
ical philological studies.

2 Our approach

Our idea is to test the method for quantitative authorstijbation on a real
problem. From our perspective the issue is not to find a génesthod for
authorship attribution, but to decide whether the very exéwe are working
on is or is not of the same author. The present work is basetieopdper by
Basile and Lana on Gramsci’s articles (Basile and Lana 2008)ry to apply
their method to our case, modifying the procedure accortirige results that

1. We have 31 conserved writings of Tertullian, an Africarri€tifan writer who lived between
ca. 150 and ca. 220, of different styles and word number.
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we find. Because of that, our approach in purely quantitathezording to

Basile and Lana’s procedure, we have recourse to two diffeext-distances
and we try to study the Tertullian works with them. The firsttrizeis based
on then-grams and is a modified version of the pseudo distance testchy

KeSelj's et al. (2003):

1 (h(2) — (b))

P = ST TSBI g, 2 (@) )

1)

whereA andB are two authorsg andb are two texts composed by the authors,
Si(a) is the set ofn-gramsw in a andS,(b) the corresponding set @b in b,
¢n(a) is the normalized density of thegrams ina, and|S,(a)| the dimension
of its set. We get the best results from the bigram distrdn,. This is differ-
ent with respect to Basile et al. (2008: 177), where the heesstlts were found
for Dg.

The second metric is the entropic one. It is defined as:

o(a,b)—a(b',b) d(b,a)—9d(a,a)

MAB =——Smm T e@a @
whered(a,b) = ({(a+b) —4c(a)) /|b|, i.e. the difference between the com-
pressed length of the concatenatioracdindb and the compressed length of
a, divided by the number of bits df. If b < a, thend(a,b) is an approxima-
tion of the relative entropy of the two texts. The validitytb& approximation
depends on a transition length that we have taken into atcdiwding the
second file into small fractions, each of sizeBecause of that, in order to
computeA(A, B), we have divided the file from sourée using the first half as
aand the second one as We have done the same with the file from souB¢ce
but we have also divided it in units of a si¢e |a| + |b|, averaging the results.
In this way we can compare texts of any size. In our computatie have used
¢ =450.

In our computations, we have used the zlib Python library wedhave
preprocessed out texts, stripping from them the punctatiansforming them
to small letters and changing all this to u’s, as is usual in ancient Latin.

3 Sets of data

We have divided the 34 remaining works of Tertullian into te&ts of 17,
each chosen at random: the first one to be used as a sampleT3an@ the
second one to be used as a test set (TP). The total number k$ Wat are
known for sure under the authorship of Tertullian are théofaing (with the
corresponding length in bytes):
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Ad Martyres (10149, TP-1); Ad Nationes (53973, TP-2); Adi@dam (10072,
TT-3); Adversus Hermogenem (70996, TT-4); Adversus lud4@b587, TT-5);
Adversus Marcionem i (68404, TP-6i); Adversus Marcione(69954, TP-6ii);
Adversus Marcionem iii (71561, TP-6iii); Adversus Marc@n iv (222855,
TT-6iv); Adversus Marcionem v (121898, TP-7v); Adversusoieian (89188,
TT-7); Adversus Valentinianos (44884, TT-8); Apologetit 135501, TT-9);
De Anima (162910, TP-10); De Baptismo (30166, TP-11); Den€athristi
(62019, TT-12); De Corona Militis (33758, TT-13); De CultaerRinarum (12705,
TP-14); De Exhortatione Castitatis (26264, TT-15); De Fug&ersecutione
(35396, TP-16); De Idololatria (47373, TT-17); De leiunidversus Psychicos
(41084, TT-18); De Monogamia (46505, TP-19); De Oratiorf2(8., TP-20);
De Pallio (23718, TP-21); De Paenitentia (29245, TT-22)Hatentia (32149,
TT23); De Praescriptione Haereticorum (58107, TT-24); Ddi€ltia (92827,
TP-25); De Resurrectione Carnis (153484, TP-26); De Spelisa(43941, TT-
27); De Testimonio Animae (15100, TP-28); De Virginibus afedlis (37794,
TP-29); Scorpiace (53672, TT-30).

We have dividedAdversus Marcionennto five different files, each one
corresponding to a book, in order to have a bigger and moreogeneous set
of sample works. Our aim is to verify the attribution of theuspus works
(TS), which are the following:

Adversus Omnes Haereses (17809, TS-1); Carmen Ad Sena8rés, TS-2);
Carmen De lona Propheta (4634, TS-4); Carmen De ludicio Dio(tir 180,
TS-5); Carmen Genesis (7040, TS-6); De Execrandis Gentiiign(4667, TS-
7); Passio Perpetuae et Felicitatis (22988, TS-8).

The last one is th€assio Perpetugdhat, as already said, is composed of
three parts: the beginning and the final are suspected iy besby Tertullian.
We are interested in verifying this hypothesis. For thisoga we had divided
the Passio Perpetuae et Felicitatiato three parts, as follows: incipit (2270,
TS-9); explicit (7881, TS-10); body (12874, TS-11).

To compare the spurious works with the authentic ones, we taeheck
the effectiveness of our measures in distinguishing notulliam works. Hence
we had taken recourse to two sets of works: the first one (Ndludes 17
works, all composed in a time span of one century with resipeatir author:

Caesar, De Bello Gallico (144111, NT-1); Cicero, Adversadildam (21915,

NT-2); Cicero, Oratio i (22075, NT-3); Cicero, Oratio ii (265, NT-4); Cicero,
Oratio iii (21633, NT-5); Cicero, Oratio iv (19787, NT-6);é&ander Aphrodi-
siensis, De Intellectu (20926, NT-7); Arnobius Afrus, Diggtionum Adversus
Gentes (464871, NT-8); Commodianus, Carmen de Duobus Bo@d813,

NT-9); Cyprianus Carthaginensis, De Catholicae Eccladizitate (36489, NT-
10); Ovidious, Fasti (31572, NT-11); Quintillianus, Ingtiones Oratoriae
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(83093, NT-12); Suetonius, De Poetis (26098, NT-13); Suef) Vitae Cae-
sarum (508453, NT-14); Tacitus, Annales (648460, NT-18xiflis, Historiae
(379321, NT-16); Virgilius, Aeneis (186300, NT-17).

The second oneNN) is a more heterogeneous sample, with authors of
different centuries and with more works devoted to religisubjects, including
aPassio(NN-15):

Virgilius, Bucoliche (100411, NN-1); Horatius, Ars Poeti¢22088, NN-2);
Cato, De Agricultura (100569, NN-3); Commodianus, Intimoes (50079, NN-
4); Lactantius, Ad Donatum (77149, NN-5); Ambrosius, Ep XX4880, NN-6);
Frontinus, De arte mensoria (4216, NN-7); Ambrosius, Ep {9230, NN-8);

Ambrosius, Ep XVIII (20359, NN-9); Apuleius, De mundo (4560NN-10);

Boethius, Tract Theologici 2 (3550, NN-11); HieronymustaMilalchi (14094,
NN-12); Isidorus, Sententiarum liber | (81982, NN-13); Malis, Liber spec-
taculorum (9352, NN-14); Anonimous, Passio Scillitanor(2635, NN-15);
Phaedrus, Phabulae (14915, NN-16); Salvianus, Ep. | (48X317).

We expect that the second set (NN) of non Tertullian workslvdlharder
to distinguish from the original works than the first set (NT)

4 Results

We present in Figure 1 our results, obtained using TT as aamefe sample of
Tertullian works.
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Figure 1: On they axis the entropic distand®n and on thex axis the bigram distance
D,: there is a clear divinsion into two different groups, withcalar points
designating the non Tertullian works and the triangles g&reullian ones
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We try to distinguish the test corpus (TP) from the easy norull@n
works (NT). We plot the average distance between the andlymek and
the 17 sample Tertullian works. The density plot represtr@didimensional
Gaussian centered on the average distance between thewliffeorks in the
reference sample that is composedef 17 works. Because of that we have
n(n—1)/2 distances, the one for= 17 give a total set of 136 internal dis-
tances, which are distributed according to a Gaussian area.

We observe that the results show a clear distinction betive@rets, which
correspond to the Tertullian and the non Tertullian worksve try with the
second more difficult set of non Tertullian works (NN), we $kat the two
groups are still well separated, but we have a false posa&8IN-12 lies in the
area of the Gaussian area (cf. Figure 2). It is to be notedhleanethod does
not give a false negative because the work is by Jerome. Ipply ghe present
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Figure 2: On they axis the entropic distand®n and on thex axis the bigram distance
D,: in the case oNN (asterisks), we get a false positive

method to the spurious works, including tRassio Perpetuaeonsidered as a
whole (TS8) and divided into the incipit (TS9), explicit (I and central part
(TS11), we get the results in Figure 3.

It seems that TS7, i.®©e Execrandis Gentium Diig work that most re-
cent studies (Turcan and Turcan-Verkerk 2000: 205—-27 1tyyireg to attibute
to Tertullian as excerpts of a lost treatise, could be a Tentuwork. The other
works are clearly non Tertullian. As regat@srpetug(TS-8), it lies near Tertul-
lian. It is remarkable that the three parts of the work ha¥eint behaviour:
the incipit (TS-9) has a very low entropy distance and is adgmendidate to
be accepted, while TS11, i.e. the central part, lies at agrdéstance from the
Tertullian area, finally TS-10, i.e. the end of the work, islexed by the first
metric.
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Figure 3: On they axis the entropic distand&, and on the< axis the bigram distance
D,: inthe case of TS (square points), TS7 lies in the Tertubigea, TS9 and
TS8 very near, TS10 and TS11 fall outside

The present results do not seem satisfactory, as it is diffwaay anything
sure about the authorship of the work under study. One wanpyadve the
method consists of introducing voting for the attributitiis means to compute
an index ofTertullianity that could offer a way of discriminating the authorship
of the studied texts.

In Basile et al. (2008: 176f.) an index was defined, based erpdsition
of the test text in the list of works attributed to the authnd &f the works in
another list of different authors. The problem with thiskiof index is that it
depends on the choice of the different authors. This beiag#se, we have
defined an indexr as the percentage of distances between the analysed work
and the Tertullian sample works inferior to the averagerirgkedistance plus
the standard deviation:

= 3 1(0(m) @)

wheref(D) =1if D < (D+ o) and zero otherwise. In our case, the sum in-
cludes 17 distances.

The index can offer some kind of estimate of the precisiormefdata. We
expect that the 17 distances between the analysed work aff@ttullian sam-
ple works are distributed according to the Gaussian digioh in Figures 2
and 3. That means that > 0.85 should be the normal result for the proba-
bility of one true Tertullian value to have a distance lesmtr equal to the
mean, plus one standard deviation. Because of that, wet thgevorks with
nt < 0.75, we consider those values between 0.75 and 0.85 to iedalaiost
by Tertullian’, but doubtful, and we accept them far > 0.85. The results are
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the following (results which deviate from the average bébraare printed in
bold face):

TP-1:0.530.94
TP-2:0.94/0.94
TP-6i: 0.94/0.94
TP-6ii: 0.94/1.00
TP-6iii: 1.00/1.00
TP-6v: 0.88/0.94

TP-10:0.88/1.00 TP-20:0.94/1.00
TP-11:0.88/0.94 TP-21: 0065
TP-11:0.88/0.94 TP-25:0.94/0.76
TP-140.7210.94 TP-26:0.940.41
TP-16:0.94/1.00 TP-28:71/0.82
TP-19:0.94/1.00 TP-29:0.94/1.00

Both methods give false negatives and their precision idasiim the case
of the Tertullian works. We get two false negatives for th&@pic distance
and three of them for the bigram distance. The result is miffefor the non
Tertullian works:

NT-1:0.23/0.00
NT-2:0.23/0.00
NT-3: 0.41/0.00
NT-4: 0.35/0.12
NT-5: 0.35/0.00
NT-6: 0.41/0.00

NT-7:0.00/0.00
NT-8: 0.06/0.47
NT-9: 0.23/0.59
NT-10: 0.23/0.23
NT-11: 0.06/0.06
NT-120.880.00

NT-13: 0.76/0.18
NT-14: 0.00/0.18
NT-15: 0.06/0.00
NT-16: 0.06/0.00
NT-17:0.29/0.00

On the set of easier non Tertullian works (NT), the entrojstashce gives
better results, without any false positives. The bigrantadice gives one false
positive. It seems that the entropic method is more precise:

NN-1: 0.35/0.00
NN-2:0.820.06
NN-3: 0.06/0.00
NN-4: 0.00/0.12
NN-5: 0.00/0.29
NN-6: 0.41/0.06

NN-7: 0.00/0.00
NN-8:0.00/0.12  NN-14:0.29/0.00
NN-9:0.00/0.65  NN-15:0.00/0.06
NN-10:0.71/0.12 NN-16:0.12/0.12
NN-11:0.00/0.00 NN-17:0.00/0.29
NN-120.940.35

NN-13: 0.0000

This impression is confirmed by the test on the more difficetitté non Ter-
tullian works (NN), where we get one false positive (N-18, isidorus’ Sen-
tentiarum liber I). The bigram distance gives more falsétjyes. The overall
result is that the bigram method fails to detect 3/17 trueullean works, i.e.
18% of the sample, while the entropic method fails in 2/17esase. 12%.
In the case of non Tertullian works, the bigram method fdite¢ times over
34 works (9%), while the entropic method fails only in oneecé3%). We get
similar results interchanging TT and TP, i.e. using the sd®t of Tertullian
works as sample texts and trying to guess the TertulliarfifyTo

If we apply the two methods to the spurious works, we get tiieviing
results:
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TS-1:0.65/0.00 TS-80.720.00 TS-9:0.47.00
TS-2:0.00/0.29 TS-70.880.35 TS-10:0.0@.71
TS-4:0.00/0.12 TS-8:0.59/0.29; TS-11710.00
TS-5:0.53/0.00

The result is different according to the two methods. Theargdistance
recognizes as Tertullian TS-7. Moreover it gives resuler Aertullian for TS-
6 and TS-11, i.e. fo€armen Genesiand for the central part of thassio
Perpetuaethat is known for sure to be non Tertullian. In contrast,eh&opic
distance rejects all the works, except the incipit of BPassio Perpetuadt
is interesting to point out, that the explicit is near theitgof the Tertullian
authorship, explaining perhaps its attribution to Teramllor pointing out that
Tertullian was only the compiler and that he used a previcadittonal text.
But according to our data, we have to conclude that the awthitve incipit is
different from the author of the final part, even if that laitenear the style of
Tertullian.

We trust more the entropic method not only because it is moreige. A
test can be done on differeitta Martyrum these should be the more difficult
texts to be distinguished, as there is a great proximity Ritbsio Perpetuaat
the level of vocabulary. We get the following results:

Acta S. Cipriani 1 (4370): 0.00/0.00
Acta S. Cipriani 2 (3691): 0.00/0.00
Passio S. Crispinae (4826): 0.00/0.06
Passio S. Marcelli Tingitani (2526): 0.00/0.00
Passio S. Mariani et lacobi (18054): 0.820.06
Passio S. Maximiliani (3797): 0.00/0.06

Passio S. Lucii, Montani et aliorum (22611):0.940.53

These data suggest that the bigram distance recognizewdh@assions
as Tertullian. On the contrary, the entropic method giveshetter results,
without false positives.

5 Conclusion

We have come to two sets of conclusions:

1. on the philological problem, our result, in the first plademonstrates
that the incipit and explicit belong to two differents autsicand, in the
second place, it supports the hypothesis of Tertulliantb@ship of the
incipit of thePassio Perpetugas a complement of the more recent stud-
ies, theDe Execrandis Gentium Diis to be retained very near the lost
Tertullian if not attributed to him;
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2. at the computational level, we have shown that the ertrdigtance is
more effective than the bigram distance in attributing ¢hldads of texts
and, on the other hand, we have suggested two very easy iraptam
tions of the computation of the entropic distance and anxfioievoting.
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Textual typology and interactions between axes of
variation

Sylvain Loiseau

1 Introduction

This article aims at bringing some aspects of variatiomatieworks into text
typology and corpus-based analyses of variation. Texymdlogy is an ap-
proach for describing language variation specific to cornguistics. The
question of text typology is rooted in an old philologic aftédary tradition;
however, in the methodological context of corpus linguistit has become a
method for studying the general linguistic question of laage variation. It
may be described with four properties. First, it consideestext as a key unit,
and it accounts for regularities and correlations at thellefithe text. Second,
it uses statistical analyses in order to make texts compmeatl summarise
large amounts of data. Third, it implies using corpus metthagies in order to
build and search large corpora. Last of all, it uses webdathed notions as
categories of variation — genres, registers, or text typgging them a slightly
different meaning.

Variationist linguistics has proposed a distinction bedwseveral axes of
variation. For instance, Flydal (1952), Weinreich (1954 £oseriu (2001) —
see also Volker 2009 for a recent presentation — have disghgd between
up to four axes of variation: variation across space, timeioscultural back-
ground and situational position: “[...] a natural languageot a homoge-
neous system: it is a collection of different systems, wtdch more or less
overlapping[...]. In alanguage, there are well known défeces according to
space (diatopic), according to sociological and culturaligs of the commu-
nity (diastratic differences), and differences accordmgxpressivity, follow-
ing the situation type and the way of speaking, differenkasitcall diaphasic”
(Coseriu 2001: 112) Other types of variation have been analyzed, such as the
“conceptional” variation (Koch and Oestereicher 2001 )ichtaccounts for the
degree of spontaneity/personal implication of the spedkgally, variationist
linguistics includes the concept of genre: “in letters, coencial negotiations,

1. “[...] une langue historique n’est pas un systéme homeggast une collection de systemes
différents qui coincident en partie et en partie se distmgles uns des autres [...]. Dans une
langue historique, il y a les différences bien connues daspdces, ou diatopiques, et aussi
des différences entre les couches socio-culturelles detanunauté (différence diastratique)
et des différences entre les modalités expressives dé@esipar les types de situations de
I'activité de parler, différences que j'appelle diaphasid
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poetry or scientific text, speakers are recycling piecesrefipus utterances
belonging to the same textual genre and use a large inveot@nefabricated
linguistic materials.” (Glessgen 2007 : 184n sum, in this framework, “every
utterance is simultaneously localized in three dimensieesationist, concep-
tional, and textual” (Glessgen 2007: 186)

In this article | will argue that text typology based on laggepora and sta-
tistical methods may benefit from the notion of the pluradityxes of variation
as described in variationist frameworks. In the last twoadies numerous sta-
tistical text classification experiments have been progagarting mainly with
Biber (1988). These experiments have shown that thereigtizar across sev-
eral levels of analysis: lexicon, morphosyntax, but alsephological (Baayen
1994) or prosodic features (Obin et al. 2008). They have gtiswn that vari-
ation occurs across several descriptive categories: texts been shown to
vary according to genre, discourse, domain, author stylealso according
to socio-geographic variables (van Keune and Baayen 2006yality, i.e.
speech/writing (Biber 1988, Plag et al. 1999), “text typBitler 1988, Baayen
1994), etc. Morphosyntactic tagsets of different grartyléiave been used and
a high number of statistical methods have been tested ahobdwd.

The limits of automatic text classification for textual typgy, however,
are well known. Little consensus has emerged as to how toelafid stabi-
lize these descriptive categories (text types or genreahyMjeneral, common
sense, broad categorisations may be illustrated withstatibased on large
corpora. This is especially true if the corpus is organizeskiveral very differ-
ent groups of texts. For instance, Obin et al. (2008) suanbedautomatically
classifying texts into five different “discourses”. But Heediscourses were very
different: “radio news”, “task map”, “political discoursélife story” and “ra-
dio interviews”. It mixes oral and written texts (or oraliztexts, cf. Koch and
Oesterreicher 2001), different degrees of spontaneityegeheme. .. The re-
sult of the experiments does support the hypothesis thabpio features are
discriminatory (this was the aim of the paper). However iésloot entail any
better understanding of linguistic variation. In such assification, one may
argue that we find the categories we have put in the corpus.

More generally, the fact that the statistical classificai®successful does
not entail that the typology is scientifically grounded oatthive gain better
knowledge of the units (genres) from it. Kilgarriff (2009)awed that virtu-
ally every statistical textual classification experimevtiatever the parameters
may be, shows that the distribution of features is non-ramdeithout giving
evidence that it is non-arbitrary: “the probability modelth its assumptions

2. “Pour une lettre ou une conversation d’achat comme poeipoisie ou un texte scientifique,
les énonciateurs reproduisent le modéle d'autres dissmmlables appartenant au méme
genre textuel et ils puisent dans un vaste inventaire démsnde langue préfabriqués.”

3. “Tout énoncé s'inscrit donc parallélement dans les @loisensions, variationnelles, concep-
tionnelle et textuelle, qui sont a tout moment co-présehtes
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of randomness, is inappropriate, particularly where coang high (e.g., thou-
sands or more)” (2005 : 268). Using a text-typology expernityie author has
shown that “given enough datdg [the hypothesis that two subcorpora are dis-
tinguishable from two subcorpora which have been randomhegated on the
basis of the frequencies in the joint corpus] is almost abvajected however
arbitrary the data” (2005: 268). Hence, “There is no a priedason to expect
words to behave as if they had been selected at random, aeeldidey do not.
Itis in the nature of language that any two collections of¢egovering a wide
range of registers (and comprising, say, less than a thdusamples of over
a thousand words each) will show such differences.” (2089f.2. Inductive
typology and typology using mainly internal propertiesefts are particularly
concerned by this drawback. In sum, if everything seems tg, wehatever
the corpora, the linguistic features, and the statisticethmds may be, are we
identying and characterising a variation in a linguistinse?

2 Hypothesis

In this paper | will explore the hypothesis that taking inteaunt the plurality
of axes of variation may be useful in textual typology. In atai® sense, the
frequency of a single feature (say, the frequency of a moeld)\cannot be as-
signed to an axis of variation while disregarding the otlxessaThere is no way
that we know if a feature is characteristic of, say, an aythithout taking into
account the properties of the genre or the discourses thHi®auses. An axis
of variation cannot be described in isolation. The questibthe relation and
interaction between axes of variation is well known in vaiaist linguistics.
For instance there is a well known relation between didsteatd diachronic
variation (under some circumstances, the further you ara fnnovative cen-
ters, the more archaic your variety is), and between digstaad diaphasic
variation (Finegan and Biber 2001, Dufter and Stark 2002:@&det 2003).
To a certain extent, classifying texts into one axis of \wara— for instance,
the genre — without taking into account other relevant axesation — such
as authorship or domain, is like trying do describe diagtragriation without
taking into account the age of the speakers, diatopic ohdisip properties.
In corpora, a homogeneity regarding an axis of variationrearer be “iso-
lated” from heterogeneity through other axes. For instanggresenting an
idiolect in a corpus requires sampling many genres, datesprversational
parameters. Manning (2002: 294) stresses that “there isasp answer to
the problem of getting sufficient data of just the right tylaeiguage changes
across time, space, social class, method of elicitatian, ®iere is no way
that we can collect a huge quantity of data (or at least a ctidle dense in
the phenomenon of current interest) unless we are tempopaepared to ride
roughshod over at least one of these dimensions of variafibis entails that
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there is no “homogeneous” corpus, and, moreover, thatgdhkio account in-
teractions between axes of variation is required for chareing an idiolect
oragenre.

3 Methodology

In order to investigate these inter-relations, | have fedusn the question of
which features are specific to one axis of variation, and wféatures are com-
mon to several axes of variation, in a corpus where sevarauions of vari-
ation are known. | have performed four independent autancidssifications,
corresponding to four axes of variation on a corpus. | useralyaof statistical
methods, the decision trees, allowing an easy extract®sadts of discriminant
morpho-syntactic features on each axis. | analyse thesietéon between the
sets of features. Some features are common to several $etgwes and, then,
shared between several axes of variation, while other @@fapto one axis of
variation. Each feature may be analyzed in the light of thesaixhelps to pre-
dict. Can we distinguish between features specialized éaotis of variation,
and features varying according to several axes of variatidmes considering
features specific to one axis of variation help for charasiteg this axis of
variation? Does analysing intersection between sets tfifesof each axis of
variation help determine the correlation between axes wétian?

The corpus has been carefully designed in order to allowhisréxperi-
ment. | used articles from the French daily newspdmeMonde Thanks to
the meta-information available for each article, many disiens can be ob-
served:

— date: the articles available range from 1987 to 2002

— author

— genre (interview, biography, analysis, etc.)

— section (international, national, sport, opinion, eptise, etc.)

In order to create a balanced corpus, representing varieugs, authors,
sections and spans of time, | selected a subset of 840 artithés implied
much pre-processing in order to deal with changes in sectigenre names:
a section or a genre may have different names across timeodhbe editorial
evolution of the newspaper (see Figure 1, left). Such rengwias identified
using a Hierarchical Ascendant Classification of subcapdarticles of each
section (Figure 1, right). This classification shows thahe@airs of sections
that are consecutive in time are also very close regardigléxical content.

Moreover, in order to observe relationships between featand axes of
variation, | have designed a corpus with as little attracbetween categories
as possible. For instance, | have selected articles by esa¥riting from 1987
to 2002, articles belonging to genres that are not speetliz only one sec-
tion, etc. Eliminating as far as possible correlation betmveategories leads to
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Figure 1: Left: Association plot of the sections (only sections with morntth000
articles are kept) over the 16 years of the corpus. The sec¢HET R»
(étranger: foreign affairs; first line) is associated widays until 1994; then
the section named «INT» (international, internationatidie) is associated
with the following years.-Right: Dendrogram of a clustering of the
subcorpora representing these sections (using lemmatasggga
Consecutive sections in the association plot are also gairpthe
dendogram (ETR and INT at the far left of the plot, ECO (ecoypand
ENT (entreprise) at the far right, for instance).

selecting a very restricted subset of articles (840 out 6f @0 articles) con-

taining only some authors, genres and sections of the ngespehe 16 years
were regrouped in three groups of years in order to incréesaumber of ar-

ticles in each diachronic category. Eventually, the follagwcategories may be
observed in the corpus:

— three periods: (from 1987 to 1991 (147 articles), from 1@9P996 (247
articles), from 1997 to 2002 (446 articles).

— 17 authors, ranging from 4 to 120 articles.

— 4 genres (interview, biography, portrait, obituary),geug from 56 to
350 articles. There is a strong bias due to the fact that ceryes closely
related to portraying poeple are represented. This is dtieetfact that
these genres are the only ones spreading across sectioaatands.

— 6 sections (ART (art), ECO-ENT (economy and enterpris®RHopin-
ion), INT-ETR (international news), POL-FRA (national r@&wSPO
(sport), ranging from 13 (SPO) to 280 articles (INT-ETR).
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Of course variables (year, genre, section, author) arendepiendent from
each other: the chi square test reveals some attractiorebrtevery pair of
tasks. The mosaic plot (Figure 2) shows associations betewthors and sec-
tions on the one hand, and authors and periods, on the othérNavertheless,
selected authors are not completely specialized in onéseat one period,
and so it was the optimal “cross-balanced” corpus than dosileiktracted from
the whole corpus.
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Figure 2: Mosaic plot of the associations between author and seetfy nd author
and year (right)

Our corpus has been analysed using the Syntex parser (Baiires al.
2005). The morphosyntactic tagset of this analyser costaity 93 tags; these
coarse-grained categories allow for strong robustness.

4 Results

The classification tree algorithm (Ripley 1996) is used fdracting the fea-
tures making these axes predictable for each of the fouraxeiation. Fig-
ure 3 shows the classification trees for two tasks: genresectibns.
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Det.. < 174.5

VINF[<7.5

Adj{<14.5 NomXXMon|< 0.5

VCONJP|< 22.5 NomPrXKinc < 14

ART HOR
NomPrl< 9.5 Nomindl< 0.5
INT-ETR ~ POL-FRA

POL-FRA  INT-ETR

INT-ETR INT-ETR

Figure 3: Classification trees for classifying articles into secsion

Intersection between sets of features may be summariset@asd:

a. 73 features are never used,;
b. 13 features are used for one task only (specific):
— Author: CCoordAdj, CCoordPrepDe, PpaMS, Prep, PrepDet, Typo
— Genre:Det, ProRel
— Section:Adj.., Det.., NomiInc, VINF, NomXXMon
— Year:none
c. Seven features are shared between two tasks:
— Genre and authorCSub, NomPrXXPrenom
— Genre and yearElim, NomFS, NomXXDate
— Genre and sectioNomPrXXInc
— Author and sectionNomPr
d. One feature, VCONJP, is shared by three tasks (genr@gseptar).

Without much surprise, all features related to proper ndbagining with
“Nom-", noun) are used mainly for discrimination betweentgm and genre,
i.e. the most thematic axes of variation, and less frequéatidiscriminating
author and year. Section and genre use different propsrtémouns. Eight
features are necessary in order to distinguish betweew@,tirhile only four
features are necessary to distinguish between years. dtgrés are necessary
in order to distinguish between genres, few of them beingifipséo genre: this
axis of variation is mainly associated with features shav#ll other axes of
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variation (this does not necessarily entail that it is sgtgicorrelated to other
axes of variation). Author variation, on the contrary, ie thost specific axis
of variation.

5 Conclusion

This experiment supports the hypothesis that some featwmeediscriminatory
for several axes of variation. Discriminatory features mwéespecific or “spe-
cialized” into one axis of variation; on the contrary, thengarestricted set of
features are used by many axes of variation. This impliesaha cannot use
automatic text classification for text typology, where thasses are different
values along one axis of variation, without taking into aguicthe interaction
of axes of variation: there is no set of features that is digoatory for one
axis without being influenced by the others.

Further studies for a better understanding of the intavadietween axes,
as well as for a better understanding of the way of using th#eeactions for
textual typology, may benefit from some machine learningmtiym support-
ing the classification into several sets of classes simedtasly, such as the
machine learning algorithm family called “multi task learg’. More gener-
ally, the analysis of these interactions seems to be atittfenue for future
research.
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Rank-frequency distributions: a pitfall to be avoided

Jan Macutek

1 Introduction

The advantages — and we dare say necessity — of quantifigatlorguistic
research have been highlighted in several papers (e.gleKéhd Altmann
2005); yet, one should be warned that results obtained bhamnatical and
statistical methods are no ultimate truth. Statistics is\aqrful apparatus, but
it requires a proper application. A scientist must know thepprties of the
tools he is using — most often statistical tests yield rédiaotput only if certain
conditions are met.

Next, even with a proper application of proper methods hetikeep some
critical distance, because no statistical method can lgedfsome possibility
of error. And even if the error probability is negligible,@must be careful not
to misunderstand the results obtained. For example, dagatisy goodness of
fit measure — which itself is not without problems, cf. Kvéts€1985) and
Grotjahn (1992) — does not guarantee that all features othenetical model
match the data. As Box and Draper (1987: 424) wrote, “esantall models
are wrong, but some are useful. However, the approximateaaft the model
must always be borne in mind”.

We present an example of a model which fits the data excellanterms
of the chi square goodness of fit test, but the model mean amanea are
significantly different from the respective empirical martseacomputed from
the data.

2 Data and model

The data we use for the analysis are artificial. They are a fiication” (the
tail of the rank-frequency distribution is made much longerthat some dis-
crepancies are more conspicuous) of the word rank-frequeiisicibution from
the poenErlkdnig by J.W. von Goethe. In the study by Altmann and Altmann
(2008),Erlkénig serves as the material for investigations in several listiyi
areas, including word frequencies.

In spite of the artificiality of the data, they are not unrstdi for a lan-
guage which is more synthetic than German and hence has noodefarms
(see Popescu et al. 2009 for the relation between word frezsigeand ana-
lytism/synthetism measures).
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In Table 1, all frequencies with ranks from 9 to 15 are 4, aljfiencies
with ranks from 16 to 21 are 3, etc.

Table 1:Artificial data

Rank Frequency

1 11

2 9

3 9

4 7

5 6

6 6

7 5

8 5
9-15 4
16-21 3
22-39 2
40-225 1

The right truncated zeta distribution (cf. Wimmer and Altmd 999: 5771f.)
fits the data very well:

P=cx? x=1,2,...,n. (1)

We obtain the test statistic valy& = 14.31, with 171 degrees of freedom and
p-valueP = 1. The optimal (with respect to the minimization of the chiiate
statistic) value of the parameterds= 0.5202,n is usually the maximum rank
with a non-zero frequency (225 for our data). Anyone who skeg-value
only must say that in terms of the chi square goodness of fitthesright
truncated zeta distribution is a very good model for the ffata the table.

Before we proceed to further considerations, we note thaivakgnt dis-
tributions must have the same moments. As to the first two mdsnér the
model (the right truncated zeta distribution with the paggersa = 0.5202 and
n= 225) we have the meagn.eta= 77.36 and the variance?,,= 442649. For
the data one obtains the empirical me@g, = 81.71 and the empirical vari
ancesj,., = 512638.

As will be shown in the next section (which contains techidegails of sta-
tistical tests and computer simulations and can be totallyastially skipped
by a reader without some basic knowledge of the two areas)differences
between the theoretical (i.e., model related) and empimicenents are signif-
icant. The results of the statistical tests we performede-vééry good fit of
the right truncated zeta distribution and the significafiedences between the
theoretical and empirical moments — are counterintuibuénot contradictory.
We discuss them in the conclusion of the paper.
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3 Simulation study

The data presented in Table 1 can be considered a randomesémml the
right truncated zeta distribution. However, our data ateweomally distributed
(symmetry is obviously out of the question), hence we capeoform thet-
test directly, i.e., we cannot test the null hypothgses (etaand 02 = 024
Next, as we are working with a parametric distribution modeh-parametric
tests do not help much.

Very generally speaking, what we can do is generate a surfiaimount
of similar samples and create a new sample from their meaesRebert and
Casella 2004 for general random numbers generation algus)t According
to the central limit theorem, the new sample will be normdibtributed (nev-
ertheless one should test it if the number of generated saniplrelatively
modest) and the classical statistical tests can be applied.

The method which was chosen to approach the problem can belubs
as follows. We generate 100 random samples from the rightated zeta
distribution with the parametees= 0.5202 andn = 225. The sample size is
always 326, which is also the size of our artificial sample Teble 1). We
evaluate the mean and the variance of each generated samihis way we
obtain two new samples — 100 means and 100 variances. Wethphapiro-
Wilk test to check the normality of the two samples; the ressabnfirm our
expectation (the-test can be used). Finally, we test whether the mean of the
100 means is equal to the empirical mean of the original sartg§171) and
whether the mean of variances is equal to the empiricalvegiaf the original
sample (512838). In both cases, thgvalue is smaller than 0.01, which means
that we reject both hypotheses. For control purposes wewamiore tests,
namely, whether the mean of means and the mean of variareegaal to their
theoretical counterparts (736 and 442619, respectively). Now both answers
are positive.

Naturally, one cannot exclude the possibility that the tssnere caused
by a strange choice (very improbable, but not impossibléghefandom num-
bers. However, the possibility is all but eliminated, as wpaated the above
described process (random number generation, creatinggwsamples con-
sisting of means and variances, testing) 50 times. We addatmost the same
results 50 times. The only exception is one rejection (o&d)fin the control
tests for variance. As a possible alternative to our appreazmention boot-
strapping (cf. Davison and Hinkley 1997), which is basedesampling with
replacement from the data.

4 Conclusion

The results obtained strongly indicate that there are &ogmit differences be-
tween the theoretical and empirical moments. At the same, timterms of the
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chi square goodness of fit test there is no reason to rejechdiake| (the right
truncated zeta distribution). And in addition, as we stebdve, equivalent
distributions must have the same moments.

However, one must realize that the chi square goodness e§fitibes not
tell us that the observed distribution and the model are dnges What it says
is that the distributions are — in a way — not “too far away’nfr@ach other
(we emphasize that the statement is relative, another aesgive a different
answer). Nothing else can be taken for granted. One cantmtatically pro-
claim the properties of a set of data to be the same as the niexpef the
model. Moreover, the chi square test is not based on momeittisi( empirical
or theoretical). Once more we cite Box and Draper (1987: Tgmember
that all models are wrong; the practical question is how \grda they have to
be to not be useful.” In this case, the model is not reliablé&aags the mean
and the variance are concerned. The same model can be usafudihy other
purposes.

It remains to explain why we focus on the rank-frequencyritistions.
We are convinced that they are more prone to the mentionedegiancies,
although those discrepancies (and some others) are naedirto the distri-
butions of rank-frequency type (i.e., frequencies orddrenh the highest to
the lowest one). The reason is that rank-frequency distabs exhibit two
“non-natural” properties. First, often there are no obedrzero frequencies,
especially if there is no fixed inventory for the investighphenomenon (e.g.,
words). The fact can be the reason of the significantly higlaenple mean
(when compared with the theoretical one), as demonstrdieeea The longer
the distribution tail, the greater the difference that camkpected. Second, the
ordering of observed frequencies creates a distributiatstre which can be
quite different from the one of a “natural” distributiong(i, without ordering
the frequencies) especially in the tail region, where oneldi@xpect some
fluctuations in the frequency sequence (like, e.g., 0,120

We do not claim that rank-frequency distributions should Im® used as
models. With frequencies of nominal data (like words, geaphs, etc., which
have no obvious ordering; it cannot be said that the graplerenust stand
before “z”, and it does not in the Russian alphabet — in cehtg e.g., word
length measured in syllables, where a word with the lengtrtamly is shorter
than a word with the length 2) there are not many other pdiggbileft, but
one should be aware of some inexactness.

By no means do we want to discourage anyone from using gqatwit
methods in linguistics. We only emphasize that one canniotllyl accept ev-
erything which mathematics and statistics offer. Therdvwsags some space
(although not unlimited) to interpret results. If a statist test rejects a hy-
pothesis, one should take it as a suggestion, not as a dogpecially if the
test was performed on one sample only). Even higher cautésssis recom-
mended if one finds or derives a well fitting model. The wordkrfendels are
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wrong” and “all models are of the approximate nature” shaddnd like a
refrain in every scientist’s ears.

Acknowledgments. The author was supported by the Austrian FWF Lise
Meitner Program.
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Measuring lexical richness and its harmony

Gregory Martynenko

1 Introduction

The mathematics of harmony based on the theory of the goleletios and

Fibonacci numbers has intensively developed in last decdecurrent se-
quences, the theory of proportions and progression, @énatdicals and con-
tinued fractions, symmetry theory, number theory, comtioirial analysis, etc.
are forming the nucleus of a mathematics of harmony. |deas the math-

ematics of harmony become actively embedded in philolégitadies, e.g.,
quantitative linguistics, stylometrics, the theory of pige prosody studies,
the semiotics of mathematical languages, etc. (Grinbaud8;2Bartynenko

2010).

2 Research tasks and methodology

In lexical statistics and statistical lexicography vagandices are used to mea-
sure lexical richness (diversity) of text vocabulary (Taxd 1987; Woronczak
1965). The necessity to use these indices is partially chbgehe fact that
the vocabulary size strongly depends on corpus size. Theatitin of stan-
dard methods is only valid to compare vocabularies in the ch®qual text
samples. Therefore, it is important to find parameters wH@hot depend on
sample size. For that purpose various analytic dependesaizh as “vocab-
ulary size — sample size” are investigated and indices da€d¢xichness are
built. In our research we pursue the same approach.

The investigation was made using frequency lists of proses tey Anton
Chekhov, Leonid Andreev, and Aleksandr Kuprin. Frequeisty for Chekhov
and Andreev were made on text samples of 200000 graphic veards, and
the frequency list for Kuprin is based on a sample of about80avords. The
dependency of “vocabulary size — sample size” was analyzed)wa special
methodology, which is based on the least squares technine@nsiderable
modifications caused by the specifics of research matera. quantitative
processing of corpus for each author was made step-by{syepalculating
the vocabulary size each time a new story was added. It waslfthat the
vocabulary size for each author increases at a declinirgg Hawever, this
raises some questions:

1. Does vocabulary size tend to some upper limit or not?
2. What is the analytic form of these tendencies?
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3 Approximation of dependency “vocabulary size — sample s&

For an approximation of the empirical dependencies betwaemple sizex)
and vocabulary sizey) a number of asymptotic and non-asymptotic growth
functions were used. We used three groups of asymptoticthriwmctions.
The first group contains different power functioksg an asymptote):

y=k— % power function (1)
X

y=k— ke ® exponential function (Weibull function) (2)

y= (Ini)b logarithmic power function 3)

The second group contains variants of the fractional expiisddunction:

k . .
y= = exponential power function 4)
ex
k . .
y=—n double exponential function (5)
edx
k . I .
y=—7— exponential logarithmic function (6)
e(inx)P

y= Pl power (delayed) logistic function (7
1%
k . - .
= Pl exponential logistic function (8)
1+ x
= k Pl logarithmic logistic function 9
1+ —r
(Inx)b

Each of these nine functions of asymptotic growth may alsiwdresformed
into a linear dependency by means of taking the single orategdogarithm.
A system of normal equations for a linear dependency is spga it should
not be a problem to solve it. However, in our case one of thamatersK =
asymptote) is included in the dependent variable. Thisdaes not allow us to
use the least squares technique in its standard form. A mefrapproximation
is described in Martynenko (1988: 77ff.). The source datgivsn in the first
and second columns of Table 1, the number of stories beingteérbyn,
sample size bN.

1. Forb =1, the Weibull function becomes the exponential function.
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Table 1:Values for short stories by Anton Chekhov

n N V&mp V&h
10 4250 1593 1517
20 8735 2600 2603
30 13304 3488 3528
40 19413 4550 4588
50 24938 5344 5424
60 32340 6188 6408
70 38343 7006 7114
80 52139 8316 8502
90 59940 9103 9171

100 74670 10221 10257
110 88823 11355 11128
120 105084 12121 11966
130 127428 13360 12897
140 167076 14103 14105
150 198066 14610 14776
FORECAST
189 250000 15554
379 500000 16838
757 1000000 17088
1514 2000000 17100

These data set was approximated with the use of all the theairfeinctions
listed above. The results of the approximation are as faldine match to the
empirical data was obtained by asymptotic growth functiamsl the Weibull
function y = k— ke*axb) was the best. Its linear variant has the following form:

|n|nkL — Ina—blnx. (10)
Empirical and theoretical function values for differentttsample sizes
are given in Tables 1-3, empirical vocabulary size beingotihbyV Smp

theoretical vocabulary size BySy. The values of constant coefficients are
givenin Table 4 (p. 129).
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Table 2:Values for short stories by Leonid Andreev

5 16255 3976 3964
10 40244 6504 6575
15 74789 9324 9173
20 115802 11296 11498
25 133444 12420 12348
30 175281 14205 14118
35 198592 14942 14988

FORECAST
44 250000 16689
88 500000 22482
176 1000000 28839
352 2000000 34777

Table 3:Values for short stories by Aleksandr Kuprin

n N V &mp V&h
5 18340 4952 4844
10 42825 8408 8305
15 51244 9004 9269
20 62779 10222 10471
25 79192 11883 11998
30 91851 13099 13060
35 102680 13070 13903
40 129278 15830 15763
45 143391 16670 16651
50 156834 17416 17442
55 171239 18274 18239
60 183538 18981 18881
65 208193 20184 20075
70 225079 20959 20830
80 268150 22549 22560
90 310372 24103 24032

FORECAST

101 35000 25249

145 500000 28819

290 1000000 34789

580 2000000 38303
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Correspondent curves for these data are shown in Figure 1.

20000
18000
16000
14000
12000
10000
8000
6000
4000
2000

—_—
e

Vocabulary size

Sample size
0 40000 80000 120000 160000 200000

Figure 1: Empirical dependency “vocabulary size — sample size” foel®iov,
Andreev, Kuprin

In Figure 1 you can see theoretical increasing curves fothrez authors.
Notice that Kuprin’s vocabulary size for any sample sizeoissiderably greater
than that of Chekhov and Andreev. We may observe that Chekhowabulary
is slightly larger than Andreev’s for the analyzed sampiesss However, at the
end of the analyzed interval Andreev’s curve approache&i@hes curve and,
as will be shown below, Andreev’s curve becomes higher thagk@ov's one.

This difference between Chekhov's and Andreev’s tendentiay be ex-
plained by the fact that Chekhov’s stories are considerabbyter than An-
dreev’s. The diversity of Chekhov's topics gives rise to ¢theve in the initial
part of the chart. However later this effect is no longer viogkas Andreev is
more prone to detailed description than Chekhov. This m#wighe correla-
tion between sample size and vocabulary size has powetgfghdstic poten-
tial.

Table 4:Constant coefficients of the Weibull function in the depearayeof
“vocabulary size — sample size” for Chekhov, Andreev, Kapri

Chekhov Andreev Kuprin
k 17100 42172 39612
a 2.18-10°4 3.04-10°% 252.10°4

b 0.80 060 065
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4 Extrapolation and forecast of vocabulary size

Having determined theoretical parameters for all thregesiwe may forecast
the values of parameters for sample sizes considerableditagthe analyzed
one and even for all literary works by some given writer. Theotretical fore-
cast is given in Tables 1-3. The prognostic curve is showngarg 2.

B A 42172
F T e R E———_——

S 39612
35000 é

g L. Andreev
30000~
25000
20000

___________ A. Chekhov 17100
15000
Sample size

10000

1 mil. 2 mil. 3 mil. 4 mil. 5 mil. 6 mil.

— >

Figure 2: Prognostic (forecast) curves for dependency “vocabuliae/-s sample size”

Figure 2 presents an even greater difference between thersirstyles.
First of all we notice that Chekhov has a very poor theorktigeabulary. This
may be explained by the fact that Chekhov, who was prone tangajeneral
conclusions, was very restrained in detailed descripti@ensimply preferred
not to go into details. If he used a detailed description aswne single detail.

Later Chekhov’s impressionism was gradually displaced biyevs who
were modernists. One of these modernist leaders was Learddegv and he
was prone to expressionism. After Andreev a new wave of ahstiwriters
rolled into Russian literature. Among them the bright antbdal figure of
Aleksandr Kuprin was dominate. Kuprin really was a mastetetils.

We may suppose that these three authors delineate boundésgylistic
“corridor” for pre-revolutionary prose writers. This isedrly seen in Figure 2,
where the prognostic curve of vocabulary is increasingistafrom the em-
pirical sample size to the potential size which can be aehi¢iom an endless
writing process. With regards to actual numbers, we obstae@amazing dif-
ference in asymptotic levels between Chekhov's vocabuliaeyand that of the
two other writers.
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5 Golden section of asymptotic levels for vocabulary size

Many literary critics and philologists agree that Leoniddieev was extraordi-
nary in his style. Our prognostic results have confirmedtleatias an extraor-
dinary writer even in the size of his vocabulary. In this ate was the direct
opposite of Anton Chekhov, who used a comparatively smalbbalary due
to his inclination to make extraordinary generalizatioRise ideal short story
for Chekhov was the following: “They loved one another”.

We may suppose that other writers of the beginning of the 26titury
are located between these two stylistic poles. Now we cartheselea of the
golden section and its two fundamental properties: midigpivity and addi-
tivity for three numbers — one central numbky) @nd two framing onekfin)
and kmay). The multiplicative property for maximal (Andreev’s) andnimal
(Chekhov's) sizes of vocabulary may be presented as faligwi

ks = \/Kmin - Kmax = V17100 42172= 26854. (11)

This formula allows us to calculate the vocabulary size of‘arerage”
writer in the beginning of the 20th century. In this case &ddiproperty is
also valid:

Kmax = Kmin + Ks = 43954. (12)

Then the golden ratio for the sequence of three numbefs, Ks, Kmax)
equals tokmax/ks = 1.618ks/kmin = 1.570. The first ratio coincides with the
golden section, and the second ratio is slightly less. Hewave may consider
that both ratios tend to the golden ratio. We may supposefibet was a writer
in the beginning of the 20th century, whose maximal vocalyusize (e.g.,
26854/1.618= 1650) is less than Chekhov’s (1710). In this case the whole
literary system of the given epoch may be considered to badw@ious.

6 Conclusions

A Weibull-approximation of the empirical dependenciescabulary size —
sample size” allows us to outline hypothetical borders efltxical diversity
in Russian artistic prose in the beginning of the 20th centirallows us to
find a rule for the harmonious organization in vocabularg %t the literary
epoch based on the golden ratio.
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Measuring semantic relevance of words in synsets

Ivan Obradovic, Cvetana Krstev, Dusko Vitas

1 Introduction

When delivering a query to an information retrieviR) system, a user is typ-
ically interested in information related to a particulapitg available in texts
stored in electronic form. The result of this query is a sidecof texts the
IR system determines as relevant to the query. The inform#teuiser is in-
terested in can generally be expressed in terntooteptsabstract ideas or
mental symbols that denote objects in a given category @sabd entities,
interactions, phenomena, or relationships between themth® other hand,
concepts are lexicalized by one or more synonymous wordgp(gior com-
pound). For example, the concept of a “housing that someoting in” is
lexicalized by the word “house”, but also by “dwelling”, “hee”, “domicile”,
“abode”, “habitation” or “dwelling house”. Hence, the capt an IR query
pertains to is in practice very often formalized by a Bool&# combination
of words, which the user believes best describe the connegaéstion, e.g.
“house OR home OR domicile”.

It goes without saying that the choice of words used in a giseof crucial
importance for the relevance of the result delivered byl Bhgystem. At first
glance, the main problem lies in the fact that the user, wbhemposing a query,
might omit some words related to the concept, thus redugisigmrecall, the
ratio of the number of relevant texts retrieved to the totahber of relevant
texts available. A simple query expansion by adding the teihitvords would
seemingly resolve this problem. However, the expansiomefset of words
describing a concept in a query, although contributing &rttall in general,
has an adverse effect. Namely, due to the fact that many vasedlhomony-
mous or polysemous, adding new words to the query might eegigcision
the ratio of the number of relevant documents retrieved ¢éadbal number of
(irrelevant and relevant) documents retrieved. Giventtiaide-off between re-
call and precision, words used in a query have to be very gifyefelected in
order to attain an optimal balance between the two.

Lexical resources such as electronic thesauri, ontol@gidsvordnets offer
various possibilities for automatic or semi-automaticrmefinent of queries by
adding new words to the set of words initially specified by tiser. However,
as we have already pointed out, this query expansion shatldenperformed
blindly, or else it might seriously jeopardize precisiore Wgue that measures
of semantic relevancef a word to a concept this word relates to in a partic-
ular language can be defined, and that they should be takeraatbunt in
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query formulation. This semantic relevance is twofold dehsn the following
assumptions:

1. Synonymous words, which denote a particular concephatresed with
the same frequency to denote this concept. Hence, they lifsaedt se-
mantic relevance to that concept. For instance, the worth#fds more
frequently used to denote the concept defined as “housirigstime-
one is living in” than the word “abode”, and thus has a gres¢éenantic
relevance to this concept.

2. A homonymous or polysemous word, which can be used in nane t
one sense, to denote totally or partly different conceptanore fre-
guently used to denote one concept than another. Hencearis lokf-
ferent semantic relevance to each of them. For example, the {pen”
is more frequently used to denote the concept defined as tagvin-
strument which applies ink to a surface, usually paper” tivds used
for the concept defined as “an adult female swan”, and thuslyeaater
semantic relevance to the former.

3. In both cases the semantic relevance of a word to a conapfiitecquan-
tified. It should be noted, however, that measures of semegivance
we propose here should be distinguished from the matheahaticdel
for computing the importance of a semantic feature in cohickmtifi-
cation (Sartori and Lombardi 2004: 440) and the semantavagice of
a word in a given lexical context (Mattys et al. 2005: 486).

We can now conclude that the selection of words in a query thégtaim of
establishing an optimal balance between recall and pogrisianIR system
is far from a simple task. In this paper our focus is on wordrast a means
for refining queries irR tasks. We propose a set of very simple and natural
relevance indices to be used for tuning the query formutgtimcess.

In Section 2 a brief overview of wordnets and the process wéld@ment
of the Serbian wordnet are described, in Section 3 we destirébconstruction
and possible use of the indices proposed, and in Section é sgamples are
given, followed by a conclusion in Section 5.

2 The development of Serbian wordnet

Wordnets were conceived in 1985 by George Miller and his@ases at Prince-
ton University who started to develop the Princeton Word{(R&Y N), or sim-
ply WordNet, a linguistic database that maps the way the rsioces and uses
language. Its aim was to serve as some sort of a mental lextaircan be
used in the scope of psycholinguistic research projectibgten 1998: 3).
PW Nwas conceived as a semantic network of concepts, where eacbt is
represented by a set of synonymous English word-senseydairth, accompa-
nied by a definition of the concept, form the synset for thisasgpt. Concepts
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are interconnected by semantic relations, such as hypényyponym (kind of,
e.g. animal/dog) or holonym/meronym (part of, e.g. hangéii. This database
now contains about 150000 words organized in over 115008e¢gfor a total
of 207000 word-sense pairs.

The EuroWordNet project introduced multilingualism infeetsemantic
network of concepts by building wordnets for seven Europaaguages in
a manner similar t&®W N, and aligning them by interconnecting synsets rep-
resenting the same concept in different languages by anlimgual-Index,
or ILI (Mossen 1998: 75). Along the same lines, the BalkaNet ptgjetas
its goal the development of aligned semantic networks fdg&uan, Greek,
Romanian, Serbian and Turkish, while at the same time ekigride existing
network for Czech, initially developed within EuroWordNe&ufis et al. 2004:
11). Thirteen scientific and research institutions fromdawia, Greece, Ro-
mania, Serbia, Turkey, France, the Netherlands and Czephlite gathered
within the project consortium. Six teams were formed, easponsible for the
development of a wordnet in one of the six languages. Theafdres Serbian
team was the Human Language Technologies (HLT) group at doalfy of
Mathematics, University of Belgrade (Krstev et al. 2004714

The initial development of wordnets for the six BalkaNetdaages was
planned and realized synchronously. Namely, the core dfi @aanolingual
wordnet was built from several commonly agreed sets withiad &6 8516 con-
cepts selected frofW N Beyond these sets the network for each language has
been developed independently, but always within the fraonkewet byPW N.
This approach generated some specific problems. Nameipgdine work on
the development of the network the following questions haften been raised:
are concepts linguistically independent or not, are the#dization patterns
for concepts universal, is the structure®# N valid for other languages as
well, is the set of semantic relations built BW N sufficient for all languages
(Vossen 2004: 5). Although the work on the development ofiicenetworks
for Balkan languages often pointed to a negative answerdsetlyjuestions,
the initially established procedure has not been abanddresimain reason
was to preserve the mapping of Balkanet wordneBwWON, thus making them
more applicable in multilingudR tasks. After the termination of the BalkaNet
project the development of monolingual networks continaedl at present the
Serbian wordnet contains more than 25000 words and abo(b1gMhsets.

Since wordnets represent concepts by means of synsetgahde used in
various ways for tuning user queries to obtain better real precision. The
most straightforward is the detection of synonymous wordgted in a query
which can improve recall. Through semantic relations wetdralso point to
closely related concepts, (e.g. more general or more speeifiich could also
be candidates for query expansion. However, as we havelglpEanted out,
the addition of words from synsets to a query needs to beiszed in some
way. The relevance parameters we define in the next sectiold be used
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as a straightforward assessment mechanism for candidatis wéfered by a
wordnet within a query refinement task.

3 Relevance indices

In order to assess the relevance of each word in a synsetddestitalization

of the concept it is used for, we will now define a set of veryrand natural
indices as numerical measures of this relevance. The senratévance of
words in thelR context is best assessed by observing the way they are used in
a corpus of written texts for a particular language. Thus @féne our indices in
direct relation to the occurrences of words in the corputh@lgh the proposed
indices were tested using Serbian wordnet synsets and thasof Serbian
written texts, the methodology can be applied to any otheguage without
modification, provided that both the wordnet and a relevampus for that
language exist. L& be the finite set of all synsets within a wordnet:

S={S|S is a synset describing a specific concept,1,2,...,ns},

whereng equals the total number of synsets within a wordnet; we slisdl
denote byS > 1 the total number of words within a nonempty synSet_ et
W be the finite set of all words used as lexicalizations for amaare concepts:

W = {W;|W; is a word in at least one syns¢t=1,2,...,nw}

whereny equals the total number of different words in the wordnet.ewh
awordW, € W is used as a lexicalization of a specific concept, descrilyed b
synsef§, itis used in a specific sense (a sense tag is attached taig)ytelding
a word-sense pair. We shall denotevsy> 1 the total number of senses the
word W, is used in, or words-sense pairs for that word within the wetd

As we have already mentioned, we build the numerical parammetf a
selected wordV; on the occurrences of this word, together with its inflected
forms, in the corpus of written texts. We shall denote thaltotimber of these
occurrences ofV; astj, and the number of times the wofg is used for lexi-
calization of a concept described by synSedsc;. In general, the equation

W

i;cij =t (1)

holds. However, given the fact that the wordnet might be imgiete, namely
that all senses the word occurs in within the corpus mightoeotovered by
the wordnet, it is also possible that

W

.;Cij <t;. (2
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We need to point out that, simple as it may seem at first glaheegstab-
lishing of the number of times the woW; is used for lexicalization of a con-
cept described by syns§t that iscij, can be a tedious task. Namely, unless the
corpus has previously been semantically annotated usingngbword-sense
pair codes, the sense in which a word has been used in thescorpst be
established manually. In that case, lexicographers hae tovolved to deter-
mine the sense a word was used in each occurrence, beforertesponding
numbersij (i = 1,2,...,w;) can be established.

We will now proceed to the definition of two types of indices éne word
may appear in different synsets, we will first construct thdides which ex-
press the relevance of a particular wivpto different synsets the word appears
in. The most natural way to construct such an index for a paei synse
is to compare the number of occurrences of this word in thpudenoting
the concept represented by synSetthat iscj, to the total number of occur-
rences of this word within the corpus, namglyThus we define thevordnet
relevance indexf the wordW, to the synse§ as the ratio of the number of
occurrences where this word has been used to denote theptoapeesented
by the synse§ and the total number of occurrences of this word in the cqrpus
namely:Wl;j = ¢ij /t;. Itis obvious that the index range isOWI;; < 1, where
WIij = 1 holds if the word; is used in one and only one sensg & 1), and
that is to lexicalize the concept described by the syfset

It is easy to prove that the sum of all wordnet relevance ieslfor a given
wordW; is:

gw |ij <1, 3)

where the inequality holds only in the case that all sensesabrd occurs
in within the corpus are not covered by the wordnet. On theroffand, as a
synset may be composed of several words, we will now corntstrumdex that
expresses the relevance of a particular wéfadvithin synsetS in comparison
to other words in that synset. In order to construct such dexrwe need to
calculate the total number of occurrences of all words withe corpus which
denote the concept represented by syBsatamely:

5
a=) Cj. (4)
=

We can now define the ratio of the number of occurrences where/ord
W, has been used to denote the concept represented by the Syasetthe
total number of occurrences of all words within the corpusadimg the concept
represented by the syns@&ij = cjj/a as the synset relevance index of the
word W to synsetS. It should be noted that the range of this index is also
0 < Slj < 1, whereSlj = 1 holds when either synsé& consists of only one
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word (s = 1), and that is wordV;, or other words from that synset have not
appeared in the corpus. It is obvious that the sum of synémstanece indices
for all words in a given syns& is

S
> sh=1. (5)
=1

Let us now take a look at a possible interpretation of the twdices. As
we have already pointed out, each new word added to a querypassible
lexicalization of a concept generally increases recall gettices precision.
The indices we defined here can point to the possible impaadhition of a
word will have on both recall and precision. They also intBaghether a word
is synonymous as well as whether it is homonymous or polysismo

The wordnet relevance indé¥ |jj clearly indicates whether the wokdl;
is used in the wordnet in on&\{l;; = 1) or more sensed\(ljj < 1), namely
whether it is a homonymous or polysemous word or not. Furfbehomony-
mous and polysemous words, it indicates the semantic retevaf the word
to different concepts it relates to. Given the fact that altenet relevance in-
dices of a word sum to a value less or equal to one, the highéndlex for one
concept, the lower for all the others. For example, a wordeletzance index
WIi; > 0.5 indicates that the word/j is more closely related to the concept
denoted by syns&, than to all other concepts it also relates to. The higher the
wordnet relevance index of a word, the smaller the impactrenigion caused
by the addition of this word in a query pertaining to the cqtadenoted by
synsetS. Simply put, the addition of words with high wordnet relegarin-
dices will not considerably decrease precision. HoweVes, index does not
give any information as to the possible effect of the addibbthe wordw; on
recall.

On the other hand, the synset relevance in8gxindicates whether the
word W is synonymous when it relates to the concept denoted by s§se
Namely,Skj = 1 means that only the woid; is used to lexicalize the con-
cept denoted b, whereasSkj < 1 means that the syns§tcontains at least
two words. As synset relevance indices for all words in asysem to 1, a
relevance index8kj > 0.5, indicates that the word/; is more related to the
concept denoted by syns®&f than all other words within the synset. Adding a
word with such a relevance index in a query pertaining to tirecept denoted
by S should considerably raise the recall. On the other handintiex does
not give any information as to the possible effect of the &oldiof the word
W; on precision.

Hence, the assessment of the effects the addition of a wdirdawve should
be made by observing both indices. The “ideal candidate’e@thded to a
query pertaining to the concept lexicalized by words in sy&swould be a
wordW,; from this synset with both a high wordnet and a high synsevegice
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index. Conversely, a word that has a low value for both inglisea poor can-
didate and should be omitted in query expansion. If the usefierself has
already inserted the word in the query he/she should be editiseliminate it.

The two indices can be combined in several different ways.pvépose
here aglobal relevance index @lof the wordWj to the concept denoted I/
the word belongs to, as a weighted arithmetic mean of the tdizés:

Glij = aWj + BSi;, (6)

wherea + B = 1. In case the user cannot decide which is more important, pre
cision or recall, the values af andf should be both equal to 0.5; if, however,
s/he gives priority to recall, the value Bfshould be raised at the expense of
o, whereas if the user is more concerned with precision, thgreater value
should be given tar than tof3.

We believe that the simple measures of relevance propoghikisection
could be of value to the user when deciding which words offénethe word-
net should be considered for query expansion.

Finally, since we have based our approach on the idea of@ixtga query
using a wordnet, we should point out that another index &itistt measures the
extent to which the wordnet covers all possible senses ofd amindicated by
the corpus (Obradobiet al. 2004: 183). Namely, due to the fact that all senses
of a word that appear in the corpus are not necessarily cowgréne wordnet,
which we have already mentionedwardnet coverage indeior the wordW,

can be defined as the ratio w
J

5"

STRE ™

This index does not give any information pertaining to reoalprecision
but rather the “quality” of the wordnet with respect to wok§. The index
ranges between 0 and 1, and in the case of full coverage is tequa

Clj =

4 The validation procedure

The proposed approach was validated using the Serbian efoadd different
corpora of Serbian written texts. For validation purposegtaof words that
we called pivotal words was chosen among the nouns and veabgénerate
the largest number of word-sense pairs in Serbian wordméhel next step all
synsets in which the pivotal words appeared were analyneithe words that
appear in these synsets with the pivotal words were idethtified namegup-
porting words The pivotal and supporting words formed the “lexical sasfipl
as defined by the BNSEVAL project (Kilgarriff and Rosenzweig 2000). The
main objective of the validation procedure was to assesghghehe initial
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presumptions on the twofold semantic relevance of the wtrdsrrespond-
ing concepts, and the relevance indices defined, are sggpoytexperimental
data.

The first corpus of approximately 1.7 million words used ie tralida-
tion procedure consisted of contemporary newspaper tgstag the available
lexical tools concordances were produced for all inflealdorms of both piv-
otal and supporting words. Since the corpus was not senadigtiagged using
wordnet word-sense pair codes, the concordances of ar@@@ditems had to
be manually analyzed by lexicographers. The senses ofgbiant supporting
words were identified and marked using word-sense pair civpdesthe Ser-
bian wordnet. Cases where senses of the word were not cdwetkd wordnet
were marked as “other”. On basis of the results obtainea@wdintroduced in
Section 2 were calculated. Before proceeding to an anabfsisfew exam-
ples of relevance indices it should be noted that the wordowgtrage indices
pointed out that the coverage of the corpus by the wordrktaties consider-
ably. Namely, for the words analyzed the wordnet coveradexmanged from
0.246to 1. Only 3 out of 12 pivotal words that have been chbseithe value
of the wordnet coverage index equal to 1, which means that fumlthese
words have all the senses identified in the corpus been iedliudthe Serbian
wordnet.

Data for the Serbian nodite and verbproizvestiobtained from the news-
paper corpus are given in Table 1 and Table 2. The first colsgntimei concept
number, the second its definition, and the third the sensehinhathe pivotal
word is used to describe the concept. Column four gives #guiencies of the
appearance of the pivotal word in different senses withendbrpus and the
following columns give the frequencies for supporting werbh the last three
columns the total number of occurrences of all words withmdorpus which
denote the concept is given, followed by the wordnet andetyredevance in-
dices. In the bottom row of the table the total number of oenees of both
the pivotal and supporting words within the corpus is given.

The pivotal wordlice has eight possible senses, and thus belongs to eight
different synsets. In six of them, it is the only synset wosthereas in two
of them supporting wordsloga, lik andstranaalso appear. However, in the
newspaper corpus this word was identified in only three owtigiit possible
senses (concepts 1, 2 and 3). Concept 4 was added to the ¢zllese of the
appearance of the supporting watdanain the corpus. Cases when the synset
relevance index of a word is 1 are not of great interest forye&pansion,
since this is the only word denoting the concept and it hastaded in any
case. We will thus only point out that data from Table 1 shout tice has
the greatest ordnet relevance index for concept 2. Howévisr,interesting
to observe the effect of this word to queries pertaining tocepts 3 and 4.
Both of its indices for concept 4 are 0, which means that aglthis word to
a query pertaining to this concept is not advisable, sinemiild not improve
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Table 1:Relevance indices for the wolide obtained from newspaper corpus

«©
Concept Sense ¢; 3 = a  WIj Sk;j
1 The front of the hu- 1la 33 * * * 33 0.063 1.000
man head
* * *

2 Apartofapersonthat 2a 353 353 0.675 1.00
is used to refer to a
person

3 An actor's portrayal 2b 1 34 3 * 38 0.002 0.026
of someone in a play

4 A surface forming 5a 0 * * 5 5 0.000 0.000
part of the outside of
an object

Other 136

tj 523 208 20 861

recall and would have a detrimental effect on precision. Jdrae is basically
true for concept 3, since both indices are also very low. Iindhe wordnet
coverage index folice is Cl; = 0.740, which indicates that around 26% of the
meanings of this word are not yet covered by the wordnet.

As for the pivotal wordproizvestj its wordnet coverage indéXj = 0.985,
which means that less than 2% of the meanings of this wordareovered by
the wordnet. Table 2 indicates that this word has the greatasinet relevance
index to concept 3, with the corresponding synset relevarex being mod-
erately low. However, expanding the query pertaining tocemt 3 with this
word could be recommended: recall should be moderatelgdaimit precision
should not be significantly affected.

In order to test the impact of the nature of the corpus to theegsof rele-
vance indices an additional validation was performed onallditerary corpus
of 0.5 million words for a selected set of words. As indicatgdrable 3, show-
ing data for the wordice obtained from the literary corpus, index values can
be largely affected by the nature of the corpus. Thus, fompte, the wordnet
relevance index of the nodite has dramatically changed for senses 1a and
2a. This does not come as too much of a surprise since the piothee the
meaning 2a refers to is more used in newspaper texts, whise@asncept that
the meaning la refers to is more a literary concept. The dsaseem to be far
less dramatic for the synset relevance indices, but in doddraw some final
conclusions, the impact of the nature of the corpus on ratvéndices should
be more systematically tested on larger corpora.

In general, the order of words within a synset is arbitrargwidver, once
the indices are calculated, they provide for an orderingafds in the synset.
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Table 2:Relevance indices for the woptoizvestiobtained from newspaper corpus

T
> —
2 = = —
s 2 2 8 %
N X © s
> [+ Q — S
e 5 ¢ ¢ @
Concept Sensecj & <& N o c a8 Wlj Sl
1 Causetooccuror la 6 31 1 * * * 38 0.09 0.16
exist
2 Be the cause or 1b 1 * 0 * 1 0.02 1
source of

3 Create or manu- 3 59 * * * 106 21 186 0.88 0.32
facture a man-
made product
Other 1

t 67 31 1 99 114 159

Several possibilities exist, but a natural ordering wowddrbdecreasing order
of the global relevance index with parametersand 3 chosen according to
the preferences of the user. In order to optimize query esipanthe candidate
words for expansion could then be offered to the user in ttdero

Table 3:Relevance indices for the wolide obtained from newspaper corpus

©
Concept Sense ¢j S = aj Wj Si;
1 The front of the la 380 * * * 380 0.936 1
human head
2 A part of a per- 2a 3 * * * 3 0.007 1

son thatis used to
refer to a person
3 An actor's por- 2b 3 6 1 * 10 0.007 0.300
trayal of some-
one in a play
4 A surface form- 5a 2 * * 4 6 0.005 0.333
ing part of the
outside of an ob-
ject
Other 18

t 406 22 25 287

Besides query expansion, the indices defined in this papealsa be used
for wordnet refinement. Namely, if the value of the synsedvahce indexs|;
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for the wordW; is close to 0, it can indicate that the word has been misplaced
in synsetS, especially in the case when at the same time both its totalrec
rence in the corpug and the total number of occurrences of all words within
the corpus which denote the concept represented by s§nseimelya;, are
considerably greater than 0. For instance, that could beake for the word
napravitiin the synset denoting concept 3 in Table 2. The total numbec-o
currences of the wondapravitiis relatively big {; = 159) and the total number
of occurrences of all words within the corpus in the synsebtiag concept 3

is also considerably higla{= 186). However, if the synset relevance index for
napravitiis calculated for the synset denoting concept 3, a relgtiogl value
(Skj = 0.113) is obtained. Thus, the synonymy of the waepraviti with the
pivotal wordproizvestishould be reconsidered.

5 Conclusion

The wordnet and synset relevance indices proposed in thier@s a measure
for semantic relevance of a word to a concept the word derates been ap-
plied on a small sample of chosen words and corpora for viddid@urposes.
The results obtained indicate that the rationale for thefinition rests on solid
grounds. However, further analysis and testing on largditetanced corpora
are needed for their proper assessment. The problem withivalidation pro-
cedure is the determination of senses a word is used in tiprisoNamely, a
prerequisite for this validation is the tagging of the wondshe corpus with
senses used in the wordnet. To that end, automatic or setoriratic proce-
dures are needed in order to alleviate the time-consumskgtimanual sense
assignment. The indices can be useful in query expansictet@rmining the
impact of the addition of a word on the precision and recathefquery. The
calculation and assignment of indices should be focusedembst frequently
used words in the corpus in the initial phase. The sensitofiindices to the
type of texts they are drawn from has been noted, but it alsdswirther inves-
tigation. Relevance indices can be used for wordnet refineaewell, since
the determination of synsets for a given concept is not edveasimple task.
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Distribution of canonical syllable types in Serbian

lvan Obradovic, AljoSa Obuljen, Dusko Vitas,
Cvetana Krstev, Vanja Radulovi¢

1 Introduction

If a canonical syllable type in a given language is denoted lspmbination
of the letter V, which stands for the “nucleus” of the syllapblisually a vowel,
and one or more letters C, representing consonants, whicousud the nu-
cleus, forming its “periphery”, then each syllable belotms specific canon-
ical syllable type. It has been argued by Z6rnig and Altmak89@: 190) that
the number of different syllables within a given canonigdlable type is nei-
ther chaotic nor deterministic, but rather follows a statladistribution. This
opens the problem of finding a model, namely an adequate pitapalistri-
bution that would fit the empirical data obtained by extragtsyllables from
texts of a given language and grouping them into canonidkdidg types. A
related issue to be solved is whether each language reguspscific model
or more general models exist for languages belonging toahmegroup, such
as Slavic languages; maybe even a universal model can bd.foun

The first result in solving this complex problem was presgig Z6rnig
and Altmann (1993). The essence of their approach to magelmonical
syllable types can be summarized in three steps. The finstist® propose
a model with several parameters, the second is to estimatengter values
based on empirical data, namely a sample of canonical $yltgpes, and the
third to apply the model with estimated parameters and coertpe results ob-
tained by the model and the empirical data. Although awaattttis approach
can be criticized for estimating parameters from a samptethen compar-
ing the results obtained by this estimation to the same sama nevertheless
decided to follow the same approach in our research.

Following the aforementioned procedure Z6rnig and Altmproposed a
particular mathematical model and validated that model samaple from In-
donesian. The basis for the model was the discrete two-diioeal approach
(Wimmer and Altmann 2005: 334) to the application of a trdadaConway-
Maxwell-Poisson distribution (Conway and Maxwell 1962)aifing from a
sample of 610 Indonesian syllables grouped into 12 canbsytiable types,
they estimated the four model parameters, applied the madel then fur-
ther adjusted the results with two weight factors, to finalbain satisfactory
results.
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Given the successful application of the Z6rnig-Altmann eldd Indone-
sian, this model presents a natural starting point for mogelanonical sylla-
ble types for other languages. However, to the best of ounledge, no results
were reported as to the validity of this model in any othepglaage, although
the Zornig-Altmann Indonesian sample has been used, yetdthar context,
namely for the distribution of the average number of phoreper syllable
in the function of the number of syllables per lexical unitcomparison with
an English sample (Rousset 2004: 95, 110). For that mateegre also un-
aware of a comparable model proposed for any other langiggs.our initial
step in investigating the distribution of the number of eliint syllables within
canonical syllable types in Serbian was to retrace the pigeeoutlined by
Zo6rnig and Altmann. To that end we have extracted syllalvlas fwo Serbian
texts generating two samples both of a size comparable WwiHrtdonesian
sample. As the Zornig-Altmann model failed to produce ataiglp results for
Serbian, we proceeded by investigating another posgihiliit it also failed
to capture the stochastic distribution of canonical syfiabpes in Serbian, if
such distribution indeed exists.

In Section 2 we outline the procedure we used for creatingtbesamples
of canonical syllable types in Serbian. In Section 3 resuilthe application
of the Z6rnig-Altmann to Serbian are given. In Section 4 wecdss the re-
sults obtained by the alternative model, and in the finaliSeate give our
conclusions.

2 Collecting syllable data for Serbian

There are five vowels in Serbian: ‘a’, ‘e’, ‘', ‘0’ and ‘u’, aheach of them can
function both as a syllable by itself or as a syllable nuclacsompanied by
one or more consonants. In addition to that, the consonasdriralso function
as a syllable nucleus in Serbian. However, as opposed tovéhedivels, this
“syllabic” consonant cannot be a syllable all by itself, boty accompanied by
one or more other consonants as in the words “pfstgér) or “vrt” (garder).
Nevertheless, we still have six canonical forms of the “Vpayin Serbian.
Namely, the consonant “s”, although unable to perform tly#labic” function
the way “r" can, may appear in texts all by itself as the abiated form of
the preposition “sa"ith), and hence be considered as the sixth canonical “V”
type syllable.

In order to investigate possible models of canonical sidlaype distribu-
tion in Serbian, we have extracted syllables from sampleste@ming from
two sources: a monograph on the University of Belgrade aaditdrary mag-
azineKnjizevne novineThe first text, extracted from the monograph, consisted
of around 10700 word tokens, whereas the other, from theatifemagazine,
consisted of about 13200 word tokens. Thus their size wagaaable to the
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Indonesian sample used by Z6rnig and Altmann, which hadaté6000 word
tokens. Syllables were extracted from words following aisemomatic proce-
dure. Namely, we used a software product named RAS corgsisfia spell-
checker for Serbian and a hyphenator (Stojac@@01). This software han-
dles all relevant coding schemes, both alphabets used ma®g(Cyrillic and
Latin), as well as the “ekavian” and “ijekavian” dialect. Wever, both sam-
ple texts were in “ekavian”. The hyphenator breaks word ®mto syllables
by inserting optional hyphens between two syllables witniword following
a set of rules and a library of exceptions. However, the hgptien rules for
Serbian prohibited some words to be completely broken iitaldes by RAS.
Namely, according to these rules, a word can never be hypéeaéer its first
letter even if this letter is a vowel representing a sylldhlétself. Conversely, a
word cannot be hyphenated before its last letter even ifégain, a vowel rep-
resenting a syllable. Thus for example the word “ugamigle with as much
as three vowels, and hence three syllables: “u”, “ga” and ¢ahnot be broken
into syllables by hyphenation, and hence RAS does not iasgrtgle optional
hyphen between the three syllables of this word. As a coresezpiof these
rules, results obtained by RAS had to be manually checkeccardcted in
order to complete the procedure of extracting all syllalfitemn word forms.
Once this had been accomplished, we grouped the syllatlitesanonical syl-
lable types and counted them.

When we completed the aforementioned procedure, the fitsbtet 0700
word tokens generated nearly 29000 syllables, of which 9édewdifferent,
within 11 canonical syllable types; the data are representéable 1).

Table 1:Number of syllables within canonical syllable types for thel sample

\% VvC VCC
\% 6 34 3
Ccv 128 424 26
ccv 176 126 7
ccecv 23 11

The other text had 13200 word forms, which also generataeghar@9000
syllables, but this time 1378 of them different, within 12noaical syllable
types (cf. Table 2).

We decided to keep the two samples apart, and we will furdéfer to them
as theUM (University Monograph) antM (Literary Magazine) samples. The
majority of syllables in both samples definitely belong te @V C type, which
is a feature Serbian shares with many other languagesdingundonesian,
the language Zo6rnig and Altmann used for testing their modal the other
hand, the syllable CVCCC type had only one representataragty the single-
syllable word “tekst” {ex), which appeared only in theM sample (although
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Table 2:Number of syllables within canonical syllable types for ti sample

\% vC VCC VCCC
\% 6 44 7
Ccv 133 620 38 1
ccv 253 221 10
ccev 33 12

five times), but not once in tHéM sample, thus equalling the lack of the fourth
column in Table 1.

Although the majority of syllables belong to the CVC typddaled by the
CCV type as the second largest, if we look at Tables 3 and 4hwdjve the
five most frequent syllables in both samples, we will notltat hone of them
belong to the largest CVC syllable type.

Table 3:Five most frequent syllables in théM sample

Syllable Frequency Type
u 1028 \Y,
na 873 Ccv
0 784 \Y
ni 754 (4Y)

i 748 \

Table 4:Five most frequent syllables in thé/ sample

Syllable Frequency Type
o] 1047 \%
je 917 cv
i 871 \
na 695 Ccv
u 674 \Y

Even more, once we ordered the syllables by the frequenchiedf ap-
pearance in the sample, the first CVC syllable type inWiv sample (“ver”)
appeared in place 21 with 307 occurrences, most probablipdhe frequently
used word university (“u-ni-ver-zi-tet”) in the Univergimonograph, whereas
the rank of the first CVC syllable type in thé/ sample (“nog”) was down all
the way to 73, with only 93 occurrences. Hence, we should keegnd that
we are dealing here with the numbers of different syllabliea certain type
rather than frequencies of particular syllables, whichimhigaturally, also be
a subject of a similar research.
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3 Applying the Zérnig-Altmann model to Serbian

As we have already mentioned, the successful applicatidgheoZ6rnig-Alt-
mann model to Indonesian made this model a natural startirg i our at-
tempt to find a model for canonical syllable types in Serbiak. will now
briefly outline the model and parameter estimation procethllowed by Z6r-
nig and Altmann, which we have retraced for Serbian.

Denoting the probability of a canonical syllable type wittonsonants be-
fore andj consonants after the nucleusRys the authors proposed the follow-
ing distribution:

a'b! o
WP{)O |,J:0717,4 (l)

wherePyg results from normalization, namely

4 4 gpl -1
o= L%%(i!)k(mm] |

The authors justified the restriction ofj < 4 by arguing that the sylla-
ble periphery cannot be infinite. This is an obvious fact, #mel periphery
limits were indeed corroborated by experimental data batis€rbian and In-
donesian. Even more, in both casemd j never exceeded 3. As for the four
parameters, b, k andm, the authors proposed that they be estimated from cor-
responding frequency types from experimental data. If timalver of different
syllables belonging to the canonical syllable type witlonsonants before and
j consonants after the nucleus in the sample is denotex] athe following
parameter estimations follow:

Rj =

N10
a=—,

Noo

No1
b —

Ngo

N1o
I(:In <a nzo) 2
In2 ’
In (b- E)
_ No2
In2 '
In addition to that, arguing that every language prefersaymaore syllable

types, the authors also proposed that the probabilitiesirdd by the afore-
mentioned distribution be weighted by two weight factargndb, proposing
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for their Indonesian sample the following modification oé timitial distribu-
tion:
B B-Rj for i=j=1
" la-R; for i,j=0,1,...,4, if i#lorj#1

Finally, they suggested that the weight factors again bimastd from ex-
perimental data as follows:

3)

_ N-b—ngg
G—1+—N—, (4)
Bi a-Nip

~ np-b

whereN stands for the sum of all different syllables within can@ahigyllable
types appearing in the sample:

N :i ini,- |

The authors then proceeded to estimate the four model p&esaand two
weight factors from the sample of canonical syllable tymedridonesian given
in Table 5.

Table 5:Number of syllables within canonical syllable types for thdonesian sample

\% VC VCC VCCC
V 6 36 7
Ccv 36 391 44 2
ccv 9 61 13
Ccccv 1 4

They further applied their model and the weight factors, ahthined a
model prediction for the same sample size, which they asdess obviously
acceptable without test (Z6rnig and Altmann 1993: 196). blquediction is
given in Table 6, but we must note that the results slighttfedfrom those in
the original Zérnig and Altmann paper. Namely, as more thaydars have
passed from its publication, we were now able to recalcuditealues with
greater precision without too much effort. A comparison ablés 5 and 6,
however, corroborates the conclusion reached by Zdrnighdngann.

We applied the Z6rnig-Altmann approach on the two sampleSavbian
canonical syllable types independently, following thelioet steps, with a
slight modification we will mention shortly. However, theitial brief com-
parison of Serbian samples with the Indonesian sampledlrslaowed that
syllables types follow a substantially different pattemnthe two languages.
Namely, numbers of syllables within Indonesian syllableety display a con-
siderable symmetry when consonants are added to the ®ytigi# on the left
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Table 6:Number of syllables within canonical syllable types fordnésian obtained

by the model
Y, VC VCC VCCC
\% 6.2 37.2 7.2 02
Ccv 372 4041 434 11
ccv 9.3 558 109 03
CcCccv 04 2.2 04 0

and right sides of the nucleus. This feature is, essentiadlynpliant to the
symmetry of the model itself along the two dimensions. Hasvethis is not
the case with Serbian, indicating possible problems in rhaylglication. This
difference can best be observed on the V-VC-VCC and V-CV-G@Nable
type sequences, which are especially important since these s the basis
for estimating model parameters. In case of Indonesiareteequences are
almost identical (6-36-7) and (6-36-9), whereas in Serlti@y differ signifi-
cantly, namely (6-34-3) and (6-128-176) for th& sample, and (6-44-7) and
(6-133-253) for theeM sample. Although the V-VC-VCC patterns in Serbian
an Indonesian are similar, the V-CV-CCV pattern is compyedéferent due
to a very high number syllables belonging to the CCV type ithizamples.

When we applied the model to two Serbian samples, withoutnbight
factors, we obtained results presented in Tables 7 and 8.

Table 7:Number of syllables within canonical syllable types € obtained by the

model
\% VC VCC VCCC
Vv 2.2 127 11 0
cv 48.0 2719 24.0 0.2
CCv 66.0 3738 330 0.3
cccv 182 1034 9.1 0.1

Table 8:Number of syllables within canonical syllable types fdf obtained by the

model
\Y VvVC VCC VCCC
Vv 1.7 126 2 0
CVv 38.0 2788 44.4 0.8
CCv 723 5303 84.4 14

Cccv 327 2399 382 0.6
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If they are compared with the initial samples given in Taldleend 2 it is
obvious that the difference between empirical and thezaktesults is too big
to justify the model. It should be noted that we have refrdiftem the weight
factors, as it turned out that they only further enlarge tifier@nce between
empirical and theoretical results.

In order to illustrate the difference in results for Indoia@sand Serbian we
used a simple measure of estimation error, namely the sqoetref the mean
squared difference between the number of syllables withironical syllable
types obtained from the sampl®;() and the one obtained by the model for a
sample of the same sizg{):

RACRL

i=0j=0
e= . 5
16 (5)
In the case of Indonesian the error was 3.6, which equals®BBb of the
sample size, whereas for Serbian the error amounted to as asug4.0 M)

and 140.0l(M), equaling 8.71% and 10.16% of the sample size, respegtivel

4 Investigating the alternative model

Although the results we have obtained clearly indicated the Zornig-Alt-
mann model cannot be applied to predict the number of diftesgllables
within canonical syllable types in Serbian, this did notemsarily mean that
this number does not follow a stochastic distribution. kdieif we compare
the frequency distribution of different syllables withiaronical syllable types
in two independent Serbian samples, given in Table 9, we oliflerve that
they do follow a similar pattern, which is also obvious frame .ccompanying
Figure 1.

Table 9:Frequency distribution of syllables within canonical aplle types in two
Serbian samples (in %)

\Y Ccv VvC ccv cvC VCC
UM 0.62 13.28 3.53 18.26 43.98 0.31
LM 0.44 9.65 3.19 18.36 44.99 0.51
ccecv CCcvC cvccC CccvC CCcvCC CvCcCC
UM 2.39 13.07 2.70 1.14 0.73 0
LM 2.39 16.04 2.76 0.87 0.73 0.07

Thus, further models, based on the same general hypotHestsohastic
distribution of different syllables within canonical ssfile types, were worth
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Figure 1: Frequency distribution of syllables within canonical aplle types in two
Serbian samples

investigating. The alternative model we tried to apply tddsmn syllable types,
similar to the approach Bghy and Altmann (1984) used for semantic diversi-
fication of Hungarian verbal prefixes, was the two-dimensiorgative bino-
mial distribution, namely

i1\ [ brj-1)
F’|j=<a+; >< +J! >C'dJPoo7 (6)

wherea, b, c andd are model parameters, am is the sum of all values
yielding the normalizing constant:

PooLii(aﬂl)(b*fl)cidill. 7)

The first problem we encountered with this model was thatrpater esti-
mations from sample values by analogy to the Zérnig-Altmianmdel yielded
negative parameter values, and could thus not be appliedh&¥eresorted to
different approaches to the estimation of model parametdesfirst tried to
obtain the parameters by the minimization of the sum of splidifferences
between the theoretical (model) and empirical (sampl@)ueacies, namely

3 3 nij 2
Z;,ZOOD"'W) . (8)

Parameter values obtained in this manner were now acceptalilthe re-
sults obtained by applying the model with these parameters again unsat-
isfactory. The error measusghat we have used to assess the Zoérnig-Altmann
model was 85.0 fotUM and 126.9 folLM, or 8.82% and 9.21% of the sample
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size, respectively. Thus the alternative binomial modelegated errors close
to those obtained by applying the initial Z6rnig-Altmanndebto the two Ser-
bian samples.

In order to rule out the possibility that the alternativedrimial model keeps
failing in the case of Serbian due to inappropriate parametgmation, we
made yet another attempt to estimate model parameterstirttésby using
maximum likelihood estimation, namely by maximizing thepession

log mﬁ Pi?”] - ©)

Parameter values obtained by this estimation were aga@ptaitle, but the
model produced results with an even greater error of 90.&fdrand 129.5
for LM, accounting for 9.40% of the sample size in both cases.

In order to justify the two alternative approaches to patemestimation,
we decided to the test their results by estimating parasaténe initial Z6rnig-
Altmann model for Indonesian by both approaches and compade| results
based on alternative parameter estimations with the seghtained by the pa-
rameter estimation approach used by Zdrnig and Altmanndpelied in the
initial Z6rnig-Altmann model for Indonesian, parametessmated by the min-
imization of squared differences between theoretical ampiecal frequencies
yielded the results presented in Table 10. If these residts@mpared with the
original sample in Table 5, they can be assessed as quiséasabiry.

Table 10:Number of syllables within canonical syllable types fordnésian obtained
by the Z6rnig-Altmann model with parameters estimation yimization
of the sum of squared differences

v vC vce vcee
v 4 394 48 0
cv 39.6 3929 481 05
ccv 65 649 7.9 01
ccev 01 1 01 0

This is especially true given the fact that they were obiiwé&hout the
application of the two weight factoesandb. Although parameter values were
slightly different from the values estimated by the origidérnig-Altmann
approach, the model generated results with an error of offlyd® 0.44% of
the sample size, which is less than the error obtained byastig parameters
according to the original approach.

Using maximum likelihood estimation for parameters in thigrdg-Alt-
mann model for Indonesian yielded the results presentedbieTL1. The error
was this time 5.9, or 0.97% of the sample size, which is maae th the two
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previous cases, but still acceptable, as the error stillareed under 1% of
the sample size. Besides, it should be noted that the resatis once again
obtained without the application of the two weight factandb.

Table 11:Number of syllables within canonical syllable types fordnésian obtained
by the Z6rnig-Altmann model with maximum likelihood estitioa of

parameters
\% VvC VCC VCCC
\% 4.4 408 5.6 0.1
Ccv 40.3 3740 513 0.6
CCV 7.9 730 100 01
CCcv 01 15 0.2 0

Hence, parameter estimation by minimization of squarefdihces be-
tween theoretical and empirical frequencies and maximueaiitiood estima-
tion for parameters proved to be fully acceptable as altmemto the parame-
ter estimation used by Z6rnig and Altmann. Failure to obsaiccessful results
for the alternative model for Serbian thus could not belaitdd to parameter
estimation, but rather to the model itself.

Wrapping up this research we made two more experiments, iRicrder to
confirm that failure to obtain successful results for théahizornig-Altmann
model for Serbian could also not be attributed to paramstenation, we used
both minimization of the sum of squared differences and manx likelihood
estimation to obtain parameters for Serbian syllablestduob avail. Second,
to verify whether the alternative binomial model fails far8ian only, we tried
both parameter estimation approaches to fit this model toriasian syllables,
but that did not yield satisfactory results either.

Hence, our research confirmed that neither the Z6rnig-Altmraodel nor
the alternative model can be applied for modeling canorsigidble types in
Serbian. On the other hand, it also confirmed that the Z&atigrann model
fits Indonesian data, no matter which of the three methodpdoameter es-
timation is applied (Table 12). Finally, it also confirmedthhe alternative
Altmann model not only fails when applied to Serbian, bulsfailso on In-
donesian.

5 Conclusions

Modeling the distribution of canonical syllable types inigem language turns
out to be an extremely challenging problem in quantitafivgdistics, as wit-
nessed by our attempt to find such a model for Serbian. Ouargseesults
outlined in this paper, involving two languages, two modmhsl three ap-
proaches to model parameter estimation indicate that atséar a universal
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Table 12:Comparing approaches to parameter estimation for the g#timann
model for Indonesian

Error Error
Parameter without Weight after
value weighting factors weighting
a b k m e a B &
Original 6 6 459 495 2125 071 129 363
LSE 997 992 592 634 266

MLE 9.17 928 555 608 587

model does not look like a promising task. Hence, models Ishioe inves-
tigated for a particular language, possibly language gsafikin languages.
However, we failed to reach even this moderate goal in the ca$erbian,
and the problem remains open. We would like to point out thatur pursuit
for an adequate model we have tried several other optionsdofar without
success, and we refrained from burdening this paper witle megative results.

Another interesting research direction that we might takbe future would
be to investigate possible models for the frequency digtidl of all syllables,
not only different syllables within canonical syllable g Namely, as we have
already noted, in the case of Serbian the most frequentégtialo not belong
to the most frequent canonical syllable types, and theibiigton of syllables
follows an entirely different pattern from canonical shllatypes. Thus further
research in this area might take two different directiorarshing for a model
of the distribution of frequencies of canonical syllablgsas and searching for
a model of distribution of frequencies of single syllables.



Canonical syllable types in Serbianl57

References

Bebthy, E.; Altmann, G.

1984 “Semantic diversification of Hungarian verbal prefixés‘fol-’, ‘el-’,
‘be-"." In: Rothe, U. (ed.)Glottometrika 7Bochum: Brockmeyer, 73—
100.
Conway, R.W.; Maxwell, W.L.
1962 “A queuing model with state dependent service rates"Journal of
Industrial Engineering12; 132-136.
Rousset, I.
2004 Structures syllabiques et lexicales des langues du monalendes, ty-

pologies, tendances universelles et contraintes substlst Thése pour
obtenir le grade de docteur de I'Université Grenoble III.
[Electronic sourcehttp://tel.archives-ouvertes.fr/docs/00/
25/01/54/PDF/These_I.Rousset_10-06-04.pdf]

Stojanove, B.

2001 “RAS u zemlji slogova”, inPCPress68.

[Electronic sourcesww . pcpress.rs/arhiva/tekst.asp?broj=68\
&tekstID=3111]

Wimmer, G.; Altmann, G.

2005 “Towards a Unified Derivation of Some Linguistic Lawis” Grzybek,
P. (ed.),Contributions to the Science of Langua@®rdrecht: Springer,
329-337.
Zo6rnig, P.; Altmann, G.
1993 “A model for the distribution of syllable types.” In: Kier, R; Rieger,

B. (eds.)Glottometrika 14Trier: wvt, 190—196.






Statistical reduction of the feature space of text
styles

Vasilij V. Poddubnyj, Anastasija S. Kravcova

1 Introduction

The style of a text is characterized by a random feature aet#n include syn-
tactic words, high frequency words, bigrams, etc. Everyuiesis measured by
a relative frequency of the occurrence in the text. Thesguieacies specify
the feature space of text styles. Every frequency set cardsepted geometri-
cally as a pointin a multidimensional feature space. A nurobdifferent texts
form a point “cloud”, or a text scatter plot. However, thesatfires are not of
the same value. Some features describe better the style afithor or genre:
they have greater frequency variance and better distihgaids of different
authors or genres. Others have smaller frequency variamtéeas discrimi-
nation. Besides there are some “noise” features. In mostsc#isese features
are statistically related to each other. This means that@doma feature set has
redundancy. This paper considers the transformation ofeifiteire space that
allows one to find a minimal set of statistically independatent features.

2 Principal component analysis

A widely used statistical method of feature space transétion is that of Prin-
cipal Components Analysis — PCA (Afifiand Azen 1979). Thistmoetconsists
of the orthogonal linear transform of data to a new coor@isgstem in which
the greatest variance of any projection of the data lies erfitet coordinate
(called the first principal component), the second great$ance on the sec-
ond coordinate, and so on. As a result, new factors (prihcqpaponents) are
uncorrelated, and the first few components almost compldefine the whole
scatter of points; so the components with small variancasbeaomitted. In
the space of the first two principal components, the scaftéext-points is
maximal. New features (factors) are defined by factor logsliwhich are the
coefficients at the initial factors. Principal componenalggis requires only
regularity of the correlation matrix of frequency featurése frequency distri-
bution may be arbitrary and not necessarily Gaussian. Hexythe probabilis-
tic approach to principal component analysis is substiywtiased on normal
feature distribution (Lawrence 2005). Normalization cftieres requires a non-
linear transformation of the initial feature space.
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3 Discriminant analysis

Another method of dimensional reduction is that of Discriemt Analysis (cf.
Klecka 1980, Kendall and Stuart 1979. This method consfstslioear trans-
formation of the coordinates of a feature space which leattetmaximization
of the discrepancy of the average values of new featuresfiereint classes.
The deviations of new features from their average valuesiiacerrelated and
have equal variances within the classes. In the case ofrtakiss, the classes
are the groups of texts that differ either in author, or inrgeor in gender of
the author, or in age of the author, etc. Hence, the numbdasées equals the
number of authors, genres, etc. The direction of the first aidhe new feature
space (coordinate axis of the first discriminant functior3F) is chosen so
that the centers of classes have maximum difference from eter on this
axis (for the first DF). The second axis (coordinate axis efgacond DF) is
directed at a right angle to the first axis so that centersadfsgls have max-
imum difference from each other on this axis (for the secoR{l. he third
axis is directed at a right angle to the plane of the two abogetimned axes,
etc. The dimension of the new feature space (of DF) is legsttalesser of
the dimension of the initial space and the number of classassrone. The
discrimination property of discriminant function decreasnonotonically as
the number of DF grows (in the space of the first two DF, theersndf classes
differ from each other in maximal degree).

4 Ranking and normalization of frequency features of text syle

Formally, discriminant analysis does not require the fesatlistribution to be
normal, the same as principal component analysis. Butgitle@on-degener-
acy of the correlation feature matrices within and betwdendasses. How-
ever, evaluation of the quality of the discriminant funatimethod (statistical
significance of DF) is based on normality of features distidm. The normal-
ization of features presumes a proper nonlinear transfiiomaf the initial
feature space (reduction to the Gaussian distribution).

Most methods for solving discrimination, classificatiomdarecognition
problems (such as discriminant analysis, Bayes classditatecognition meth-
ods, etc.) are based on the normal (Gaussian) featurebdistm (Klecka 1980,
Kendall and Stuart 1979). At the same time, relative fregie=nof the initial
feature system of the text style not always correspond teabdistribution.
By this reason the application of the well-known parametréthods of mathe-
matical statistics to text analysis is questionable.

As for the implementation, these methods are not always enadlically
correct. Therefore two approaches are possible. The fimbaph consist of
developing non-parametric (distribution-free) methotigliecriminant analy-
sis, classification, and recognition. The second appraatihfind a nonlinear
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transformation of the absolute and relative frequencidgitél features that
ensures the normality of both the feature distribution dmedgatrincipal compo-
nent and discriminant functions related to them.

This paper proposes a method of the second approach. Leha&leoan
ordered series of the relative frequencies for each featuires analyzed text.
Let n texts of different (in general) volumeég, i = 1,...,n, be examined. We
selectm features of text style (for example) syntactic words or bigrams).
Each j-th feature { = 1,...,m) occurs in thei-th text vj; times. The num-
bersv;; are absolute frequencies of the occurrence ofjtte feature in the
i-th text and can be presented in a table where the columnsspannd to the
features and the rows to the texts. It is obvious that the sbiabsolute fre-
quenciesvij gives the whole numbew; of occurrence of the features set in
thei-th text: 371 vij = vi, i = 1,...,n. Thenpjj = vij/vj is the relative fre-
quency of thej-th feature ini-th text; z'j“:l pij=1foralli=1,...,n. Thus
the relative frequencies show the relative parts of featared assume values
in the interval from 0O to 1, so they cannot be modeled in gdigréhe normal
distribution. The set of frequencies in thth row (thei-th text) forms a vector-
row that specifies the coordinates of ti point-text in the feature space. We
order the relative frequencies of eagtlth feature in all the texts (across the
j-th column, thej-th sample) in ascending order. The place of each element
of a sample in the ordered series is called its rank. Thusyélator-column
Pi = (P1j; P2j,- -5 Pijs---» pnj)T of relative frequencies of thpth feature cor-
responds to the column-vectoy = (rlj,rgj,...,rij,...,rnj)T of their ranks,
j=1,....,m. It will be noted that equal frequencies must have the samie ra
which is the arithmetic mean value of ranks in a bunch of efpegjuencies.
In this case, the row-vectqs = (pi1, Pi2, .-, Pij, - - -, Pim) Of relative features
frequencies will be matched by the row-vectpe= (fi1,ri2, . ..,rij, .., lim) Of
theirranksj=1,...,n.

It is a well known fact (Hollander and Wolfe 1999) that, undgmeral
conditions, the ranks have the uniform probability disitibn in the interval
from one to the sample sizelt follows from the fact that the empirical integral
distribution function of ranks is the uniformly increasisgep function on the
interval [0, n].

Let us divide each element of the column-vector of rankdy n+ 1.
Then the range of ranks will be the unit interyal1] with step ¥(n+ 1),
so ranks from 1 ta will be transformed to the relative ranks froni(h+ 1)
to n/(n+ 1). Nonexistent ranks O ar+ 1 will correspond to the boundary
values 0 and 1 of the intervd,1]. A vector of ranks obtained in this way
will be called a vector of relative ranks. Then every coluwattor of relative
ranks will be transformed by making use of the function iseeto the inte-
gral function of the standard normal distribution. As a teswe get the set
of column-vectorg; = (xlj,xzj,...,>qj,...,xnj)T, j=1,...,m, that are corre-
lated and have the standard normal distribution functidre €olumn-vector
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Xi = (Xi1,%i2,- -, %ij,---,%m), i = 1,...,n, will characterize thé-th text by the
set of normally distributed new features that are corrdlatel have zero mean
and unit variance. New features are normally distributéatixes to the ranks
of the relative frequencies of initial features.

As a result, we come to the nonlinear transformation of atiainieature
space of non-normally distributed relative frequenci@s a new feature space
of normally distributed relative ranks This allows one to use the parametric
methods of discriminant analysis and classification (Kéet®80, Kendall and
Stuart 1979).

5 Mathematical tools of principal component analysis

Now we will find the n-column-vectorsy = (yi1,Vi2,- - Ym) Tl =1,...,m,

of principal the components of the normalized dgtg} by the linear transfor-
mationsy; = XU, —yio. Hereyjp = x U, are scalars (average values of principal
components)x . — the mrrow-vector of the average valuecolumn-vectors
{xj}, x. =3L1%;/n, j =1,...,m; themcolumn-vectors of coefficientdJ; }

are eigenvectors of the following symmetric positive dééirempirical co-
variancem x m-matrix K of vectors{x;}. The coefficient vectors correspond

to nonnegative eigenvalugs,A,, ..., A, ..., Ay that decrease monotonically
with the growth of index. These nonnegative eigenvalues define the variances
of the principal components. Thus we have:

1 n
KU, = )\|U|, K“’/ = m.zl(xij *X.j)(xij’ *X.j’>a (1)
i=

My|:OvDy|:/\|7j7j/7|:15"'ama (2)

whereM is the mathematical expectatidd,is the variance, eigenvalugs, }
are the roots of characteristic equation(det A1) = 0. In this equation is
the identity diagonal matrix. We choo&e< m of the first principal compo-
nents as new features from the principal component systbmn&w features
correspond to the first eigenvalues, greater than unity. Aesalt, we get the
nonlinear statistical reduction of the feature space dbtstyle. The space ob-
tained has a smaller dimension than the initial one.

6 Mathematical tools of discriminant analysis
Now we will find the n-column-vectors of the discriminant functions (DF)

7z =(21,22,---,2n), | = 1,...,9, g= min(m,g — 1), of the normalized data
{xj} by applying the linear transformatiozs= X\ — zo, wherezy = x Vi
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are scalarss . is them-row-vector of average values nfcolumn-vectorgx; };
X.j=3iq1%j/n j =1,....,m; the mrow-vectors{V,} are eigenvectors that
correspond to the matricéd® and W and obey the equatioBV = A\WV{,

I =1,...,9. The set{A; > 0} is composed of their first] eigenvalues, that
satisfy the equation dd@ — AW) = 0 (Klecka 1980). Her® = T — W, where
T/(n—1) is the total covariancen x m-matrix of vectors{x;}:

g Nk
TJJ/: Z Z(Xikj_X--j)(xikj’_x..j’)aj7j/:15---am- (3)
k=1ix=1

Inner summation is taken by the indices (rows) that corredpo thek-th class,
ik =1,...,ng whereny is the number of the elements (rows) of thh class;
So_,Nk=Nn; W/(n—g) is the within-group covariana®x m-matrix of vectors

{xj}:

Wijr =35 > (i —Xij) (K jr —Xkjr)s §,) = 1,...,m. (4)

Herexyj = zi”k“:lxikj/nk, k=1,...,0, ) =1,...,mare elements of the x m-
matrix of average values of vectof;} in the group (class). When aver-
age values of vectorfx;} for different classes (centers of classes) are equal
(Xkj =x.j, k=1,...,0), then matrice§’ andW coincide, and all elements
of the matrixB are zero. But if the averages for different classes diffemfr
each other, then the values of elements of madispecify the discrepancy
measure between the groups (classes). The maximizatioxpoéssion); =
(VTBM)/(V\TWV), | =1,...,q, with respect to the weight vectovs provides
the maximum discrimination ability of DF and leads to eqoaBVf = AW\{,

| =1,...,q, that defines the eigenvectors of the matix'B. Variables{A}
are eigenvalues of this matrix. They give the discrepancysuee between the
classes for each DF, in the order of decreasing eigenvalues.

The utility of eachl-th DF (for every new feature that is obtained in this
way from the initial features) can be evaluated by meanset#nonical cor-
relation coefficient (Klecka 198®, = /A /(1+4),0<R < 1,1=1,...,0.
This coefficient expresses the level of statistical retegiap of thd-th DF with
its classes. The nearer the coefficient of canonical cdioels to 1, the higher
is its relationship with its classes, and the greater andemsecure is its dis-
crimination of the class centers. This allows one to ansterquestion how
many discriminant functions from the maximum numiges min(m,g—1)
ensure the statistically significant discrimination of thass centers.

Let j < g be the number of the first calculated DF. In discriminant gsial
Wilks’ Lambda statistio\ is used to estimate the total discriminative power of
the remaining DF (“remainder discrimination”; cf. Kleck@80):
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q
Nj=
i=j+1
If j =0, one has the highest remainder discrimination becauga allare
nonnegative. The remainder discrimination is the lowestmph= q— 1. So,
Wilks’ A-statistic is the “inverse” measure of class discriminatiy value ofA
close to zero indicates high discrimination of classes @amns that the centers
of classes are well divided and differ greatly from each othi¢h respect to
the value of point scattering within the classes) Misicreases to its maximum
value (one) there is a gradual deterioration of class difféation (the centers
of classes fail to be significantly different with respecthie point scattering
within classes).
For an estimation of the statistical significance of the rifisinative power
of the firstj discriminant functions, Pearson’s chi square test is Usexhased
on the statistic

+
X =—(-""9)inA =0, .a-1 (6)

This statistic has the probability density functigfiwith vi=(m-j)(g—
j—1) degrees of freedom under the condition that hypothégis true (Klecka
1980). That means the remaining- j DF don’t improve the discrimination
ability of the firstj DF (they don’t increase the distance between the centers of
classes). It allows one to calculate the significance |BPugi-level) of the chi
square test that has been reached (the actual probabilty efror of the first
kind to reject by mistake the null hypothesis whenitis triRg)=1— F(Xj2|VJ' ),
whereF (x?|v) is the integral function of the chi square distribution witlle-
grees of freedom.

The interpretation of the discriminant functions as hidganrameters that
determine the differences of classes can be achieved bglation coefficient
analysis (factor loadings analysis) of the column-vegtaf the discriminant
functions with column-vectors; of the normalized relative ranks:

1 n
Pii:rl_zlzil(xij i)/v/DPzaDxj, 1 =1,....q,j=1,....m. (7)
i=

It is well known (Sachs 1972) that statistie= p+/(n—2)/(1— p?) has
Student’'d-distribution withv = n— 2 degrees of freedom, provided tlzatind

Xj have normal distribution and the null hypothesis (the datien coefficient
p = 0) is true. This enables one to find the critical value of Sttidestatistics
as quantilderit =ty_51_p,; /2 Of level 1—Perit /2 of this distribution. The criti-
cal significance level of Studentdest should be fixed, e.d%it = 0.05. From

here one easily gets the critical valpgir = terit /1/(N—2) +tcrIt of the corre-
lation coefficient which specified — Pgit ) - 100%-th interval—pcrit , Pcrit ] Of
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the statistical insignificance of the correlation coeffitid he values of the cor-
relation coefficient outside this interval are statisticalgnificant onP < Pyt
level of significance.

7 Example of feature space reduction on the basis of method$ o
principal components and discriminant analysis

The above described procedures of construatingw-vectors;, m-row-vec-
torsx;, mrrow-vectorsy;, andg-row-vectors; (i = 1,2, ...,n) from the original
m-row-vectorsp; of relative frequencies of text style features for eachualkt
work are implemented in th&tyleAnalyzesoftware (Shevelyov and Poddub-
nyj 2010) which is intended for the complex statistical gsi of textual work
styles of different authors, genres, etc. Figures 1-3 gieenples of using the
described approach to ranking, normalization and reducif@ feature space
on the basis of the methods of principal components andidisant analysis.

Textual material is represented by 80 large works of fictiprib Russian
authors of the 19th century (11 works by N.V. Gogol’, 3 by I@oncharov,
18 by F.M. Dostoevskij, 2 by I.LA. Kuprin, 3 by M.Ju. Lermontdt by N.S.
Leskov, 9 by A.S. Pushkin, 2 by M.E. Saltykov-Shchedrin, 8\. Tolstoj,
13 by I.S. Turgeneyv, 4 by A.P. Chekhov).

We used 55 syntactic words as text style attribdt@ssolute frequencies
of their occurrence in the text are the text style featurégse frequencies are
being presented iBtyleAnalyzem the form of a spreadsheet with indication
of authors and texts in rows and that of style attributes inroos. Figure 1
shows the connection between the original attributes —ladive frequencies
of one in 55 features (namely, the forth one) in 80 tekig-@ata), the ranks
of relative frequenciegénk-datg and the relative ranks (normally distributed
after the non-linear transformations) of relative freqties gauss-data

Eigenvalues of the covariance matKxare the variances of the principal
components. The calculation of them fioit-data and gauss-datavariables
shows that several first principal components are resplensibthe majority
of text variability. For example, the first six principal cponents (10.1% of
its total number) explain 51.4% of the feature variability §auss-dataand
49.6% forinit-data.

Eigenvalues of matri¥v—'B for init-data andgauss-datavariables are the
variances of the discriminant functions of these varialfdsge can see that only
g=min(m,g— 1) = 10 of them are other then zero; hene= 55 is the number

1. These syntactic words aig: ua, c, 3a, K, 10, U3, y, OT, JJIsd, BO, 6€3, 10, 0, 9epes3, CO,
pu, 1po, 06, Ko, HaJ, u3-3a, U3-T0/, TIOJ, U, 9TO, HO, &, Ja, XOTs, KOTJa, 9TOObI,
ecsn, TO¥XKe, UM, TO €CTh, 3aTO0, OYATO, HE, KaK, ¥Ke, JaKe, Obl, JIH, TOJBKO, BOT,
TO, HH, JIUIIb, BEJb, BOH, TO-€CTb, HUOYIb, yKe, JIubO.
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Figure 1: Nonlinear transformation of the data for the fourth feature

of original features (syntactic wordg),= 11 is the number of classes (writ-
ers, authors of works). The calculation of the significarsels (-levels) of
the discriminant functions shows that almost all DF arastteslly significant
(P < 0.05 for the first nine DF).

The points with the markers of different types in Figure 2resent 80
fiction works of 11 writers of the 19th century in the coordasof the first two
principal components (factors 1 and 2) foit-data (see Figure 2a) anghuss-
data (see Figure 2b) variables. Convex hulls of sets of work-sofar each
author are shown by the closed broken lines. One can seéhthabtmalized
relative ranks of relative frequenciegauss-datadistinguish between writers
better than the relative frequencies.

The points with the markers of different types in Figure Zreb the same
80 fiction works of 11 writers of the 19th century in the cooates of first
two discriminant functions (factors 1 and 2) finit-data (see Figure 3a) and
gauss-datgFigure 3a) variables. Convex hulls of sets of the work-ffor
each author are shown by the closed broken lines.

If one compares Figures 2 and 3, one sees that discriminahtsis pro-
vides full discrimination of classes by relative frequerscinit-data) and al-
most full discrimination by their normalized relative rangauss-daty where-
as the author classes overlap significantly in the coursemndipal component
analysis.
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Figure 2: Text representation in the coordinates of the first two p@lccomponents
(features are 55 syntactic words)
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Figure 3: Text representation in the coordinates of the first two dhsicrant functions
(features are 55 syntactic words)

8 Conclusion

Thus, discriminant analysis ensures a considerably bdifterimination of au-
thors in terms of 55 syntactic words as compared with theyaigabf princi-
pal components, though both methods provide graphicatseptation of the
whole Russian fiction literature of the 19th century by sétdads (represent-
ing texts) in the plane. This is to be expected since the ididtant analysis
provides a transformation of the original attribute spadext styles that max-
imally increases the mean-square distance between treadaters fixing the
distance variance between the elements (dots-textskeitisédclasses on a con-
stant level.

In other words, discriminant analysis makes author clasgeally compact
and maximally discriminated from each other. Residual laygring of classes
indicates the proximity of text styles of different authdhsit appears in the
overlapping classes in the corresponding feature space.
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In conclusion, it will be noted that close results could b&agied when the
method of principal components and discriminant analysipiplied directly
to ranks of frequencies rather than the normalized relatwds of relative
frequencies of attributes. This is due to the fact that gangyg of data is no
longer significant when the indicated methods are used ®mthltidimen-
sional analysis of texts, though the calculations of dfatiksignificance of the

results may turn out to be incorrect.
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Quantitative properties of the Nko writing system

Andrij Rovenchak, Valentin Vydrin

1 Introduction

Nko (34%) is an indigenous writing system invented in 1949 by a Guinea
encyclopedist and enlightener Solomana Kga022—-87). The script was in-
tended as a writing for the Manding languages of West Afriege(map repre-

sented in Figure 1.
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Figure 1: Manding languages as lingua franca

Nko gained some popularity among the Manding speakers rpiroGui-
nea, but also in Liberia, Mali, Céte d’lvoire, and in diaspar Nigeria, Egypt,
and elsewhere. According to the ideology of Nko, the Nko imgitis to be
used for all Manding variants, but in reality, it promotes #stablishment of
the Guinean Maninka (Maninka-Mori) as the common literasynm.

1. www.sil.org/SILESR/2000/2000-003/Manding/MandingLinguaFranca.htm
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In this paper, we focus on the quantitative properties of\lke script,
including character complexities and their correlatiothviiequencies, analy-
sis of the grapheme—phoneme correspondence and phondrititan. This
work is meant to extend the quantitative data on indigenofigan scripts
limited so far to the Meroitic script (cf. Smith 2007) and & syllabary (cf.
Rovenchak et al. 2009).

2 Nko alphabet

Nko script is a right-to-left running alphabet consistirf@8 letters: 7 vowels,
syllabic nasal, and 19 consonants; two characters are osgenbte combi-
natory phonetic transformations (cf. Dalby 1969; Vydriro29, see Table 1.
The script includes seven tonal diacritics, the nasabrathark (see Table 2),
several additional diacritics for foreign sounds, as wellL8 digits and some
other special marks (punctuation and related). The cheraetithin a word
are written continuously, joined by a horizontal bar regton the baseline.
The nasalization mark is a dot placed below the respectwme@nd the tone
marks are placed above the vowels.

For the complexity analysis, we will use the isolated shaydhke letters.
These are playing in Nko the part of capitals to some extépy are used in
abbreviations, titles, etc. The changes into initial, m&dind final shapes are
unique and systematic for all the characters, unlike théi&rscript.

3 Nko script complexity

In calculating character complexities we adhere to the @gogr of Altmann
(2004). Namely, a point is given the weight 1, a straight Bualuates to 2, an
arc 3. A continuous connection produces the weight 1, a giwgs 2, and a
crossing gives 3.

Some modifications by Mautek (2008b) apply to calculate the number
of connections. Complexities of the Nko characters andrifieal marks are
given in Tables 1 and 2.
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Table 1:Complexities of the Nko charactérs

Straight Continuous
Point line Arc connection Crisp Crossing Complexity
1 2 3 1 2 3

I a 1 2

o e 2 2 8
Y i 3 3 12
A ¢ 2 1 6
U u 3 2 10
J o 3 2 10
? o 2 2 2 1 14
4% N 1 2 1 1 1 14
F b 3 2 10
1 p 3 2 10
b t 1 1 2 9
S 1 1 1 7
1 ¢ 2 1 6
o d 1 2 5 18
t r 2 1 7

o 3 2 12
o s 4 4 16
Vv gb 3 3 12
f f 3 1 4 1 20
1 k 3 2 10
% | 1 1 1 1 10
T dental~n 2 1 6
A m 3 3 12
3 n 3 2 2 3 20
T n 3 2 10
9 h 3 2 10
d w 5 5 20
$ y 2 2 2 2 16
3 yon 3 2 2 3 20
V g 1 3 3 13

" The letter U (u) might look like an arcl() in this typeface, while it is treated as eshape;
the letterV (g) does not belong to the original alphabet, see commerttisissue in Section 5.
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Table 2:Complexities of the Nko diacritics (shown attachedtd> /a/)

Straight Continuous
Point line Arc connection Crisp crossing Complexity
1 2 3 1 2 3
T jar 1 +2
T 1 3 2 +10
(Y] 1 +1
I a4 2 1 +6
Y Ja, aal 2 1 +6
T a, aal 3 2 +10
“ Ja, aa, a8/ 2 1 +6
1 1a an/ 1 +1

* In a word-final position only, otherwise left unmarked
The distribution of complexities is presented in Table 3.

Table 3:Distribution of complexities fc = number of characters with complexiB)
C fc c fc c fc C fc

6 3 11 0 16 2
2 1 7 2 12 4 17 0
3 0 8 1 13 1 18 1
4 0 9 1 14 2 19 0
5 0 10 8 15 0 20 4

The uniformity hypothesis can be tested by the Wald—Wolfpwins test.
Let| denote the inventory size ais the range of complexities. For Nko one
hasl =30 andR = 18. The uniform distribution of data means that all expected
frequency values equBl=1/(R+1). Arunis a sequence of frequencies which
are either all greater tha or all smaller tharkE. We haveE = 30/(18+ 1) ~
1.58 andr = 12 runs, namely1,0,0,0,3,2,1,1,8,0,4,1,2,0,2,0,1,0,4]. Let
n=R+1, andn, is the number of frequencies smaller tHawhile n, denotes
the number of frequencies greater thaifwe haven=19,n; = 12,n, = 7).
The number of runs is considered random (meaning that thebdigon is

uniform) if

z=|r—E(r)|-0.50; < 1.96,

where

2 22N —
E(r)=1+ nr11n2 and ar\/w'

n’(n—1)
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The calculation yieldg ~ 0.84 < 1.96, and thus the uniformity hypothesis
is confirmed for complexities. Performing the same testtierdharacters with
all possible combinations of diacritics we obtaireed 0.91 < 1.96 confirming
the uniformity hypothesis in this case as well.

4 Complexity vs. frequency

The analysis of frequency distribution of the Nko charaxteas made on a
small sample of 2881 tokens consisting of five subsamplese thf them taken
from theSinjiyajournal (December 2005, no. 66, page 2 andvgJenjournal
(Oct/Nov 2002) and an entry from thi¢ko Kodofolan Kanjamadiictionary.
The frequency list with complexities of the respective etters is given in
Table 4.

Table 4:Frequency list of the Nko characters compared to compéx{fj vs.C))

i fi G i fi G i fi Ci

1 | a 01972 2 11 F b 00403 10 21 T n* 0.0104 6
2 4 k 00736 10 12 u u 0.0385 10 22 % N 0.0101 14
3 % | 00725 10 13 O s 0.0361 16 23 3 w 0.0042 20
4 Y i 00725 12 14 & m 0.0333 12 24 YV gb 0.0035 12
5 o d 00573 18 15 & f 0.0271 20 25 91 h 0.0024 10
6 A e 00517 6 16 b t 00267 9 26 1 c¢ 00010 6
7 2 o 00482 14 17 t r 00222 7 27 V¥ g 0.0007 13
8 1 n 00451 10 18 ¢ y 0.0180 16 28 ¥ p* 0.0007 20
9 o e 00420 g 19 S j 0.0118 7/ 29 1 p 0.0003 10
10 3 o 0.0413 10 20 3 p 00111 20 30 # rr 0.0000 12

* An asterisk {) denotes combinatory phonetic transformation

The correlation coefficient between frequencies and coxitfe has a small
but negative value af= —0.39. It means that simpler shapes occur with rather
greater frequency (as expected) but this statement holgsaughly. The best
fit for both phoneme and grapheme frequencies is given by ¢igative hy-
pergeometric distribution (cf. Grzybek et al. 2006; ddtek 2008a) with pa-
rameterK = 2.7447,M = 0.6696,n = 26 (for phoneme<; = 0.0399), and
K =2.9932,M = 0.6727,n= 29 (for grapheme£; = 0.0438; see Figure 2).

5 Phonology of Maninka-Mori
The phonological system of Maninka-Mori comprises sevemaelphonemes:

la, e, i, 0,9, u/, one syllabic nasal: /N/ [nand 18 consonant phonemes: /b, p,
t,d,r, s, gb, f, kI, mp, n, h,w,j&], c[],y [}/ giving in total 26 phonemes.
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Grapheme frequency

1 s 1 s 1 s 1 s 1 N
0 5 10 15 20 25 30

Grapheme rank

Figure 2: Fit for grapheme frequencies. Filled circles denote olefrequencies,
open circles are the values of the fitting function

Note that in loanwords found in Nko texts foreign phonemesiosometimes
(/g/, 12/, etc.). To represent them in writing, letters o tiriginal Nko alphabet
are supplemented by several types of diacritics, e:@> for /g/ (a dotted sign
for /gh/ <V >), <1> for /z/ (from /c/ < 1>), etc. In the present study, such for-
eign phonemes are not taken into consideration when thégnag—-phoneme
relations are analyzed. In a more detailed consideratibrihe vowels can
be short, long, short nasalized and long nasalized. Oaalypsyllabic nasal
can be long as well. Such an approach gives4/+ 2 = 30 vowel phonemes
(counting here the nasal as well).

Maninka is a tonal language. However the nature of its toifésrsl from
that of, e. g., Chinese or Viethamese, and the tonal digtimeicannot be con-
sidered as phoneme-differentiating features. All the uswan have four tones
and the syllabic nasal has two tones for the short one ancomestfor the long
one. This producesx 4 x 44 2+ 2 =116 units for vowel phonemes with tonal
distinction and thus counting the vowels together with tBednsonants gives
134 units.

6 Script peculiarities

The Nko script was designed specifically for the Manding leages and the or-
thography is quite ‘shallow’ (cf. Coulmas 2004). Anywayns® peculiarities
make the script different from an ideal variant with a oneste correspon-
dence between phonemes and graphemes. The deviations stlg the to
the so-calledjbarali (contraction) rule: if the same short (oral) vowel with the
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same tone appears in two consecutive syllables, only tlegemne is written:
bol6™ ‘hand’ is written as< 33F> <b(6)I6>.

This rule does not apply to short nasal vowels and additipiels some
exceptions. If the same vowel with the same accent is regadtier two iden-
tical consonants (except /r/), both are writteabuli® fidelity’ <XSLEUF>. In
polysyllabic words, vowels are combined into pairs, e.ig.aithree-syllable
word with the same vowel repeated thrice, the first two areloed:suluka
‘hyena’ < ududo > <s(U)luka>. To avoid this omission (especially in foreign
words) a special mark L > is used, e. g., the name Christophe (Kristof) is writ-
ten as< £2bin¥1¢ 4> otherwise without this mark it would read /kistsf/.

Shortvowels thus have at least two graphemic represensatioe of which
is an empty grapheme: >. Three consonant phonemes have two graphemic
representations each, namely, £4>, <#>; Inl:<1>,<T>; I/ <¥>,
<%>. The second symbol for /n/ is used to denote assimilatorpgbs of
dentals after /N/ or a nasalized syllable, while the secgntb®l for jp/ denotes
a similar transformation of /y/. A duplicated symbol for foccurs rarely and is
used in a limited set of words. Otherwise, the “one phonemee-grgapheme”
principle holds. Graphemic representations of the Manpti@aemes are listed
in Table 5.

7 Phonemes and graphemes

If one does not consider diacritics and, consequently, do¢dake into ac-
count length, nasalization or tones, 26 phonemes are abimkéaninka-Mori
(cf. Section 5. Sixteen phonemes have one graphemic repatiom and ten
phonemes have two graphemic representations, which yieddsiean ortho-
graphic uncertainty

1
u=g Z flog,k = 0.38, 1)

whereN is the total number of phonemes afidis the number of phonemes
havingk graphemic representations. The mean orthographic untgrtd an
ideal alphabet, with one-to-one phoneme—grapheme camegmce, equals
zero. Real alphabets deviate from this ideal variant toedsffit extents: the
Italian (Roman) alphabet has = 0.56, the Ukrainian (Cyrillic) alphabet has
U =1.12, etc., cf. Buk et al. (2008). One should expect even smedikies
for new orthographies created for a specific language, ammddglongs to this
category.

If length and nasalization of vowels is taken into accoum, humber of
phonemes amounts to 48. In this case, however, it is harddafirappropri-
ate treatment for the calculation of the orthographic utadety as there are no
separate diacritics for length, but they are coupled wittetd herefore, if one
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Table 5:Graphemic representations of the Maninka phonemes

Phoneme Nko Roman Examples
la/ <I> <a> lm d& mouth
<> lof bada home
lel <0> <e> o sé to reach
<> odV ghéré dry land
lel <A> <e> A ké to do
<> Add  wele ear tespectful
i <Y> <i> 9 I honey
<> 9 kili® egg
o/ <3> <0o> P fo to greet
<> 134 kolé® bone
ol <> <o> Y kb back
<> 9234 Kkbbl5  rainbow
u/ <u> <u> [TL tail
<> YbutA marati revolt
IN/ [n] <%>  <n> B! I
% we
b/ <k> <b> IF b& river
Ip/ <I> <p> ENCATE! patakard™  loincloth
1 <b> <> ofob telé sun
g <S>  <j> W e enemy
fcl 1] <1> <c> fo_’l céén beautiful
/d/ <o> <d> o dog earth
Il <t> <r> AT  lerd book
<t> #3F  borr expressive adverb
Is/ <O> <s> ‘o saa sheep
Igb/ <V> <gb> 1539 gbolo skin
Ifi <d> <> wolf  foda’ stomach
Ikl <H> <k> 4 kaba® stone
n <% <> A IE pig
m/ <b> <m> AD mén to hear
n/ <> <pn> 2 p& eye
<% <y> Af1a3% Ayéa¥  Iwantit llikeit
In/ <> <n> T na to come
<T> T.TJ.m danna fabricate tmperfective suffix
from |+ T&(dén +a)
Ihi <> <h> Yaun  hal even
Iwi/ <d> <W> I3d  ward lion; any wild feline

Iyl <$> <y> e yirf tree
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counts the number of graphemes considering only basic sigrwithout dia-
critics), the value ofJ given by equation (1) would be underestimated, while
the inclusion of diacritics leads to the overestimationhis fjuantity.

If the tones are taken into account, the system comprisesri8} of which
109 units are with graphemic representation, 18 units with graphemic
representations, and seven units with three graphemieseptations. Ortho-
graphic uncertainty yields = 0.22, as calculated from equation (1) with
standing for the total number of units arigdfor the number of units wittk
graphemic representations. The best fits for the numbeaphgmic represen-
tations are given by several distributions, including themetric distribution

P(n)=p(1-p)", 2

which is a special case of the Shenton-Skees-geometritdisdn known as
a model for the grapheme—phoneme relation in several layggudable 6 rep-
resents the fitting results for for the number of graphemizesentations in
Nko.

Table 6:Fit for the number of graphemic representations

i fi Geometric d.
1 109 1066
2 18 218
3 7 56
A =0.2091 p=0.7955
C =0.0001 C =0.0082
8 Final remarks

In this paper, some results on the quantitative behaviohef\ko script are
presented. Complexities of the Nko characters are cakudiland their corre-
lation with frequencies is analyzed. The grapheme—phoreemespondence
was studied, yielding the mean orthographic uncertaintp@scripty = 0.38
orU = 0.22 depending on the approach to the treatment of diacritid¢@nal
distinctions. Further tasks in this direction include: fimgloptimal fits for com-
ponents and connections, analysis of grapheme and phomequeehcies on
larger text samples, study of grapheme/complexity caticeleon larger text
samples, etc. The applied way to handle tone distinctionst imel verified in
application to other scripts, including Roman orthograghor African lan-
guages. The proposed treatment of diacritics is not unape:comparisons to
other approaches are required.
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Distribution of motifs in Japanese texts

Haruko Sanada

1 Introduction

In Japanese there are two possibilities to measure wordHeigterms of
syllables and in terms of morae. Morae are associated witimgy syllables
are phonetic entities. Long vowels, double consonantshasdl sounds which
are counted as a mora are not considered for measuring leng¢hms of
syllable numbers. We employ the pronunciation of the Tokiabedt which is
a model of standard Japanese. One of the characteristies ®dkyo dialect is
the devoicing of vowels. The devoicing of vowels often osowith k(i), k(u),
sh(i), s(u), ch(i), ts(u), h(i), f(u), p(i), and p(u):

1. atthe end of the sentence, elgkimas’(u)possible], and
2. before unvoiced consonants (k, s, t, h, f, or p) in a worchax phrase,
e.g.watak’(u)shi[l, myself].

Some other cases can be found with /a/ or /o/ if the same usdaion-
sonant is repeated, as lf{a)karu[price] or k'(o)koro [heart], and those with
/il or /u/ followed by voiced consonants, es@u)gi [tree of cedar]. However,
devoiced vowels are not followed by devoiced vowels lik& {n)kus6[dress].

2 Motifs in Japanese texts

Transcribing the text in one of these ways, we obtain wordile sequences
which can be considered time-series or can be grouped intifsty intro-
duced in linguistics by Kohler (cf. Kéhler 2006, Kéhler anddnann 2008).
Motifs are non-decreasing sequences of lengths. Howavdgpanese which
is a strongly postpositional language it is more approgriatconsider non-
increasing word length sequences, e.g. 2-1-1, 3-2-2-fclywhich better sim-
ulate both the word and the rhythm of the language.

Our aim is to show whether or not there are regularities ateéanies asso-
ciated with motifs in such a highly agglutinating and posifional language as
Japanese. For the analysis we use thedieseiron NotdEssay on Life] (Miki
1941) which is written in modern Japanese without any sptdeguage. The
text has a total of 1987 sentences and 45809 words, symbmspanctua-
tion marks. This essay was originally written by a philosepikiyoshi Miki in
1941, and it has several chapters on aspects of our lifedeagh, doubt, cus-
toms, vanity, solitude, jealousy, success, hypocrisy,®ie text is included in
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Shinchdsha (1995) which contains 100 novels and essays agetic com-

piliation, and this text is one of a few works written in moddapanese without
any spoken language in Shinchdsha (1995). In novels witkesplanguage, it

is difficult to divide sentences into words and to classifyrdginto parts of

speech because contracted forms are often found.

3 How to count motifs

Since Japanese texts have no word boundaries, we used stimarecalled
ChaSerandUnidic, developed by the Nara Institute of Science and Technol-
ogy and by the National Institute for Japanese Language a&mglistics, to
partition the sentences into words. The software madesatorost 8% of the
time, and these errors were corrected by hand. Finally wel§809 words,
symbols, and punctuation marks, including some compoundsve.g. cases

of averb used as a prefix. Analyzing the téxtseiron Noteve wanted to study
the following properties:

(1) the structural diversity of motifs (types),

(2) the rank-frequency distribution of motifs of motifs kens),
(3) the frequency spectrum of motifs (tokens),

(4) the relation between the length and the frequency offmoti

In all cases we want to compare the standard language wiffothg dia-
lect and the two ways of counting (syllable vs. mora). Theifa@ire not ex-
ploited uniformly. It can be shown that the longer the firstneént in the motif,
the smaller the number of motifs formed in this way. In thisitcibution we
shall present only problems (1), (2), and (4). The exambmadi motifs can be
performed in three different ways:

1. The motif cannot extend past the given punctuation.
2. The motif cannot extend past the end of sentence.
3. All punctuations are ignored.

All types of counting were performed using the Tokyo dialéctTable 1
we present the different kinds of segmentation. “B” indéssd motif boundary,
“P” indicates a punctuation which functions as a motif boanyda circumflex
in the reading means a long vowel. Differences are denotdal by

4 Results of the analysis

4.1 The number of types

The number of possible motifs with decreasing structurebsacomputed eas-
ily if we fix the length. Otherwise a non-increasing motif daenprolonged to
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Table 1:Examples of motifs with three variants

Original Reading Partof Number of

text: speech syllable$  Type () Type (i) Type (ii))

f23533 kenkd N 2

& kan N 1

[ wa PP 1 B B B

B jikaku N 2

fy teki S 2

< de AV 1 B B B

Y ai VA 2 B D D

. PU 0 P D D

N fu PR 1 B B B

T anté N 2

< de AV 1 B B B

h 5 aru VA 2 B D

. PU 0 P p D

f23533 kenkd N 2

bt to PP 1

Vo ya \Y 1

D no PP 1

[ wa PP 1 B B B

Obtained motifs 2-1-1, 2-2-1, 2-1-1,2-2-1, 2-1-1,2-2-1,
2,1,2-1, 2, 2-1,2-1, 2, 2-1, 2-1,

2-1-1-1-1 2-1-1-1-1 2-2-1-1-1-1

* The original text means: “The conception of health is subjecand it is not stable. Health
is..."

T N = noun, PP = postposition, PR = prefix, PU = punctuation, Sffixstv = verb, VA = verb
(as an auxiliary verb), AV = auxiliary verb

* according to Tokyo dialect

the complete text length. However, the number of motif typetsially used in
a language differs from the theoretically possible one &iglholds even more
when the text is short. Nevertheless, it can be shown thatriteat the number
of motifs (types) beginning with a word of lengttis distributed binomially as
shown in Table 2f, being the number of different motifs.

Since the iterative fitting yielded = 7,9 and 10, we can conclude that in
Japanese there will be no motifs beginning with a word lotiger10 syllables.
This length is extreme even for strongly agglutinating laages. The longest
first word in our text had 8 syllables. As can be seen in Tabthfitting is
adequate.
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Table 2:Fitting the binomial distribution to motif types beginnimgth lengthx

Beginning Type (i) Type (ii) Type (iii)
numberx fx NR fx NR fx NR
1 7 836 7 985 2 600
2 33 2942 34 3284 38 2617
3 46 4601 50 4927 52 4891
4 43 4198 45 4380 48 5078
5 20 2462 24 2556 23 3164
6 9 963 9 1022 9 1183
7 4 251 5 284 5 246
8 1 046 1 061 1 Q22

Total 163 175 178
p=0.2811n=9 p=0.25n=10 p=0.3839n=7
XBe_q =297 XZr_4=3.03 X3r_, =4.63
P=0.56 P=0.55 P=0.10

4.2 Distribution of motifs

Just as with other linguistic units, motifs have their rdréguency distribution
of motifs and a parallel frequency spectrum. Here we shalscter the rank-
frequency as a simple ranked sequence, otherwise the nwifrf@sled classes
would distort the picture. We shall adhere to the proposdPabescu et al.
(2009: 14) who propose the theoretical rank-frequencyeecgiin the form

f(r)=1+aexp—br). 1)

The results of the fitting are presented in the appendix (sééeT, pp.
190ff.); as can be seen, the fitting is very good, the deteatiun coefficient
being in all cases greater th&A > 0.951

4.3 The relationship between length and frequency of motifs

In all the tables, “length” means the number of elements incdifmWe as-
sume that in all cases (i) to (iii) the same regularity holdsthe parameters
of the given functions differ according to the boundary dtiods. Further,
we assume that very short motifs are rather intermediatgstaetween two
long motifs or at the beginning of the sentence, hence thetiftmexpressing

1. For type (i), with parameter values far= 692214,b = 0.42, we obtain a determination
coefficient ofR2 = 0.97; for type (ii), R2 = 0.95 (@ = 636271,b = 0.40), and for type (iii),
R2 = 0.96 (a=580858,b = 0.41).
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this dependence will have its maximum notxat 1 but atx = 2. We do not
know whether this is a specificity of Japanese but in any d¢akfers from the
usual monotonically decreasing length-frequency fumatiof other linguistic
units. One can capture this fact either by considering atfonconsisting of
two parts k=1 andx = 2,3,4,...) or simply a function capturing both the
increasing and the decreasing parts by a multiplicatiorwof functions. For
our purposes we used

y = axexp(—cx) 2)

which can be derived from the differential equations of Wiermltmann'’s
(2005) general theory or from Kéhler's (1986, 2005) setftdation cycles.
The results of the three variants are presented in Tabjeb&ing the motif
frequency, ang the predicted values according to (2).

Table 3:The length-frequency relationship with three variants ofifa

Motive Type (i) Type (ii) Type (iii)
lengthx 'y y y y y y
1 3017 309%421 2107 2253602 928 1255037
2 8102 7976739 7660 7477249 7014 6755732
3 3862 41506125 3919 4312173 4193 4646733
4 1434 11215643 1642 1218421 1840 1376816
5 582 2116426 662 23B555 757 2571465
6 219 318237 238 34327 269 38702
7 66 4091 85 43125 98 40908
8 20 04689 27 04765 40 04026
9 3 00492 5 00478 10 00354
10 2 Q0048 2 00045 1 00028
11 2 Q0004 2 00004 3 00002
12 1 0 1 0
13 1 0 1 0
Total 17309 a=5673088 163351 a=4592079 15155 a= 3315012
b=5.56 b=6.08 b=715
c=2091 c=301 c=327
R2 = 0.9942 R2 = 0.9898 R2 = 0.9832

As can easily be seen from Figures 1a to 1c, the regularitgrig sigorous.

5 Conclusions

Our problem does not concern only Japanese but has a gespeataWhat
is the situation in other postpositional languages? Is ituation parallel to
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Figure 1: Motif length and frequency

prepositional languages? Do motifs abide by general lawsrgjth and dis-
tribution? Are they “legal” linguistic units or only very gih abstractions? In
order to answer these questions a number of examinatiorthém anguages
will be necessary. Nevertheless, our results show thafsrejust as any other
linguistic units — are “correct” conceptual abstractiomsdang by the same
laws as all other linguistic units. The specificities of nfgte.g. the parameters
in the laws, must be scrutinized step by step using diffetexis in different

languages.
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Table 4:The rank-frequency distribution of motif tokens of motifs

Type (i) Type (ii) Type (iii)

Rank y fy y y fy \ y fy y

1 2-1 4917 4546.6R2-1 4714 4238.882-1 4218 3840.10
2 2 2313 2986.01 3-1 1939 2823.643-1 1928 2538.40
3 3-1 1970 1961.192 1912 1881.0R 2-2-1 1578 1678.06
4 2-2-1 1269 1288.2p2-2-1 1280 1253.192-1-1 1084 1109.43
5 2-1-1 1102 846.29 2-1-1 1139 835.02 2 858 733.60
6 3-2-1 460 556.08 2-1-1-1 483 556.50 3-2-1 502 485.20
7 4-1 430 365.51| 3-2-1 474  370.99 2-1-1-1 470 321.02
8 2-1-1-1 429 240.37| 4-1 425 247.43| 2-2-2-1 430 212.52
9 3-1-1 359 158.19| 3-1-1 390 165.14| 4-1 425 140.80
10 1 350 104.22| 2-2-2-1 323 110.32 3-1-1 390 93.40
11 2-2 318 68.78 | 2-2 278 73.81 | 2-2-1-1 284 62.07
12 3 293 4551 | 2-2-1-1 207 49.50 | 2-2 242 41.36
13 2-2-2-1 270 30.23 | 2-1-1-1-1 193 33.30| 4-2-1 197 27.68
14 1-1 211 20.19 | 4-2-1 192 2251 | 2-1-1-1-1 195 18.63
15 4-2-1 186 13.60 | 3-1-1-1 171 15.33 | 3-1-1-1 168 12.65
16 2-1-1-1-1 184 9.28 | 3 151 10.54 | 2-2-1-1-1 154 8.70
17 2-2-1-1 180 6.44 | 3-2-2-1 131 7.36 | 3-2-2-1 146 6.09
18 3-1-1-1 158 4.57 | 4-1-1 124 5.23 4-1-1 124 4.36
19 3-2-2-1 119 3.34 | 2-2-1-1-1 118 3.82 | 3-3-1 110 3.22
20 4-1-1 119 254 3-2 99 2.88 3-2-1-1 100 2.47
21 3-2 114 2.01 3-3-1 99 2.25 3-2 89 1.97
22 2-2-1-1-1 107 1.66 | 3-2-1-1 93 1.83 3-1-1-1-1 76 1.64
23 1-1-1 97 1.44 1-1 81 1.56 2-2-2-2-1 74 1.42
24 3-3-1 91 1.29 3-1-1-1-1 76 137 | 3 67 1.28
25 3-2-1-1 79 1.19 2-1-1-1-1-1 64 1.25 | 2-1-1-1-1-1 63 1.19
26 3-1-1-1-1 65 1.12 5-1 58 1.16 2-2-2-1-1 59 1.12
27 2-1-1-1-1-1 64 1.08 | 4-2-2-1 57 1.11 4-2-2-1 58 1.08
28 5-1 59 1.05 4-3-1 49 1.07 5-1 58 1.05
29 4-2-2-1 48 1.04 3-2-1-1-1 45 1.05 | 2-2-2 52 1.04
30 4-3-1 47 1.02 2-2-1-1-1-1 42 1.03 | 4-3-1 52 1.02
31 4 47 1.02 2-2-2-1-1 42 1.02 | 2-2-1-1-1-1 50 1.02
32 2-2-1-1-1-1 41 1.01 | 2-2-2-2-1 41 1.01 | 3-2-1-1-1 47 1.01
33 3-2-1-1-1 40 1.01 1-1-1 40 1.01 2-2-2-1-1-1 32 1.01
34 2-2-2 35 1 2-2-2 33 1.01 3-3-2-1 32 1

35 2-2-2-1-1 33 1 4-1-1-1 30 1 4-1-1-1 31 1

36 2-2-2-2-1 31 1 1 26 1 3-2-2 28 1

37 3-2-2 27 1 3-3-2-1 26 1 3-1-1-1-1-1 25 1

38 4-1-1-1 26 1 3-1-1-1-1-1 25 1 3-2-2-2-1 24 1

39 4-2 25 1 2-2-2-1-1-1 23 1 3-3-1-1 24 1

40 3-1-1-1-1-1 23 1 3-2-2 23 1 3-2-2-1-1 23 1

41 3-3-2-1 22 1 3-2-2-2-1 22 1 4-2-1-1 22 1

42 2-2-2-1-1-1 21 1 3-3-1-1 21 1 4-1-1-1-1 20 1

(continued on next page)
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Table 4 (continued from previous page)

Type (i) Type (ii) Type (iii)

Rank vy fy 9] vy fy ¥/ v fy
43 4-2-1-1 21 4-2-1-1 21 4-2 18
44 3-3 18 3-2-2-1-1 20 5-2-1 18
45 3-2-2-2-1 17 4-1-1-1-1 20 2-2-2-2 16
46 4-1-1-1-1 17 4-2 18 2-2-1-1-1-1-1 15
47 3-2-2-1-1 16 5-2-1 17 4-2-1-1-1 15
48 3-3-1-1 16 3-3 16 2-2-2-2-2-1 14
49 5-2 16 4 16 2-2-2-2-1-1 13
50 4-2-1-1-1 15 4-2-1-1-1 15 3-1-1-1-1-1-1 13
51 1-1-1-1 14 1-1-1-1 14 5-2 13
52 5-2-1 12 2-1-1-1-1-1-1 13 2-2-2-1-1-1-1 12
53 5-1-1 11 5-2 13 5-1-1 12
54 5 11 2-2-2-1-1-1-1 12 2-1-1-1-1-1-1 11
55 2-2-1-1-1-1-1 10 3-1-1-1-1-1-1 12 3-2-1-1-1-1 11
56 6-1 10 5-1-1 12 6-1 11
57 2-1-1-1-1-1-1 9 2-2-2-2-2-1 11 4-1-1-1-1-1 10
58 3-1-1-1-1-1-1 9 6-1 11 3-3-1-1-1 9
59 3-2-1-1-1-1 9 2-2-1-1-1-1-1 10 4-2-2-1-1 9
60 4-1-1-1-1-1 9 2-2-2-2 10 4-3-2-1 9
61 4-2-2 9 3-2-1-1-1-1 10 2-1-1-1-1-1-1-1 8
62 4-3 9 4-1-1-1-1-1 10 3-2-2-1-1-1 8
63 4-4-1 9 2-1-1-1-1-1-1-1 9 4-2-2-2-1 8
64 1-1-1-1-1 8 3-2-2-1-1-1 8 4-4-1 8
65 2-2-2-2 8 4-2-2-1-1 8 2-2-1-1-1-1-1-1 7
66 2-2-2-1-1-1-1 7 4-2-2-2-1 8 2-2-2-2-2-1-1 7
67 4-2-2-1-1-1 7 4-2-2 8 3-2-2-2-2-1 7
68 3-2-2-1-1-1 6 4-3-2-1 8 3-3-3-1 7
69 4-2-2-1-1 6 4-4-1 8 3-3 7
70 4-2-2-2-1 6 1-1-1-1-1 7 4-2-2-1-1-1 7
71 4-3-1-1-1 6 3-3-1-1-1 7 4-2-2 7
72 1-1-1-1-1-1 5 4-2-2-1-1-1 7 4-3-1-1-1 7
73 2-2-1-1-1-1-1-1 5 2-2-2-2-2-1-1 6 2-2-2-1-1-1-1-1 6
74 2-2-2-2-2-1-1 5 3-2-1-1-1-1-1 6 3-2-1-1-1-1-1 6
75 2-2-2-2-2-1 5 3-2-2-2-2-1 6 4-2-1-1-1-1 6
76 3-2-1-1-1-1-1 5 4-2-1-1-1-1 6 5-2-2-1 6
77 3-3-2-1-1 5 4-3-1-1-1 6 2-2-1-1-1-1-1-1-1 5
78 4-2-1-1-1-1 5 4-3 6 2-2-2-2-1-1-1-1 5
79 4-3-2-1 5 5-2-2-1 6 2-2-2-2-1-1-1 5
80 4-3-3-1 5 2-2-1-1-1-1-1-1 5 3-2-2-1-1-1-1 5
81 5-2-2-1 5 2-2-2-2-1-1 5 3-3-1-1-1-1 5
82 6-2-1 5 3-3-2-1-1 5 3-3-2-1-1 5
83 2-1-1-1-1-1-1-1 4 3-3-3-1 5 3-3-2-2-1 5
84 2-2-2-1-1-1-1-1 4 4-3-1-1 5 3-3-3-2-1 5
85 2-2-2-2-1-1 4 4-3-2 5 4-3-1-1 5
86 3-2-2-1-1-1-1 4 4-3-3-1 5 4-3-2 5
87 3-3-1-1-1-1 4 6-2-1 5 4-3-3-1 5
88 3-3-1-1-1 4 2-2-2-1-1-1-1-1 4 6-2-1 5
89 3-3-2-1-1-1 4 3-2-2-1-1-1-1 4 2-2-2-2-2-2-1 4
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(continued on next page)



192 Haruko Sanada

Table 4 (continued from previous page)

Type (i) Type (ii) Type (iii)

Ranky fy Y|y fy ¥y fyy

90 |3-3-3-1 4 13-3-1-1-1-1 4 13-3-2-1-1-1 41
91 |4-1-1-1-1-1-1 4 13-3-2-1-1-1 4 14-1-1-1-1-1-1 41
92 |4-3-1-1 4 13-3-2-2-1 4 15-3-1 41

93 |4-3-2 4 13-3-3-2-1 4 16-1-1-1 41
94 |5-3-1 4 14-1-1-1-1-1-1 4 17-2-1 41

95 |6-1-1-1 4 16-1-1-1 4 12-2-2-2-1-1-1-1-1 31
96 |7-2-1 4 17-2-1 4 13-2-2-1-1-1-1-1 31
97 |3-2-2-2-2-1 3 12-2-1-1-1-1-1-1-1 3 [3-3-1-1-1-1-1 31
98 |3-3-2-2-1 3 12-2-2-2-1-1-1 3 14-2-2-2-2-1 31
99 |3-3-3-2-1 3 13-2-2-2 3 14-3-2-1-1 31
100 |4-3-2-1-1 3 13-3-2 3 14-4-1-1-1 31
101 |5-1-1-1 3 14-2-2-2-2-1 3 31

102 [5-2-1-1 3 14-3-2-1-1 3 15-1-1-1 31
103 |6-1-1 3 14-4-1-1-1 3 16-1-1 31
104 |6 3 1|5-1-1-1 3 12-1-1-1-1-1-1-1-1-1-1 21
105 |7-1 3 1§5-3-1 3 13-1-1-1-1-1-1-1 21
106 |1-1-1-1-1-1-1 2 16-1-1 3 13-2-2-2-1-1-1-1 21
107 |2-1-1-1-1-1-1-1-1-1-1 2 [P-1-1-1-1-1-1-1-1-1-1 2 B-2-2-2-2-1-1 21
108 (2-2-1-1-1-1-1-1-1 2 [2-2-2-2-2-2-1 2 13-2-2-2 21
109 [2-2-2-2-1-1-1 2 13-2-2-1-1-1-1-1 2 13-3-2-2-1-1-1-1 21
110 |3-2-2-1-1-1-1-1 2 13-3-1-1-1-1-1 2 13-3-2 21
111 [3-2-2-2 2 13-3-2-2-1-1-1-1 2 14-3-1-1-1-1 21
112 |3-3-1-1-1-1-1 2 14-3-1-1-1-1 2 14-3-2-1-1-1-1 21
113 [3-3-2 2 14-3-2-1-1-1-1 2 14-3-2-2-1 21
114 |4-3-1-1-1-1 2 14-4-2-1 2 14-3 21

115 [4-3-2-1-1-1-1 2 15-2-1-1-1 2 14-4-2-1 21
116 |4-4-1-1-1 2 15-2-1-1 2 15-2-1-1-1 21
117 |5-3-1-1 2 15-2-2 2 15-2-1-1 21
118 [7-1-1 2 15-3-1-1 2 15-2-2 21
119 |2-1-1-1-1-1-1-1-1-1 1 2 1|5-3-1-1 21
120 (2-2-2-1-1-1-1-1-1-1 1 [6-2-1-1-1 2 16-2-1-1-1 21
121 |2-2-2-2-2-2-1 1 17-11 2 17-1-1 21
122 |2-2-2-2-2 1171 2 17-1 21
123 |3-1-1-1-1-1-1-1 1 1-1-1-1-1-1-1 1 11-11 11
124 (3-2-2-1-1-1-1-1-1 1 mM-1-1-1-1-1 1 111 11
125 (3-2-2-2-1-1-1-1 1 12-1-1-1-1-1-1-1-1-1 1 ©-1-1-1-1-1-1-1-1-1 11
126 |3-2-2-2-2-1-1 1 12-2-2-1-1-1-1-1-1-1 1 @»-1-1-1-1-1-1-1-1 11
127 |3-2-2-2-2 1 12-2-2-2-1-1-1-1-1 1 [2-2-2-2-1-1-1-1-1-1-1 11
128 |3-3-2-2-1-1-1 1 12-2-2-2-2 1 12-2-2-2-2-1-1-1 11
129 [3-3-2-2-1-1 1 13-1-1-1-1-1-1-1 1 12-2-2-2-2-2-1-1 11
130 |3-3-2-2-2-1-1-1 1 13-2-1-1-1-1-1-1-1-1-1-1-1 1 |B-2-2-2-2 11
131 [3-3-3-2-2-2-2-1 1 13-2-2-1-1-1-1-1-1-1-1-1 1 (B-2-1-1-1-1-1-1-1-1-1-1-11 1
132 [3-3-3-2 1 13-2-2-2-1-1-1-1 1 13-2-2-1-1-1-1-1-1-1-1-1 1 1
133 |3-3-3 1 13-2-2-2-2-1-1 1 13-2-2-2-1-1 11
134 (4-2-2-1-1-1-1-1 1 13-2-2-2-2 1 13-2-2-2-2 11
135 |4-2-2-2-1-1-1 1 13-3-1-1-1-1-1-1-1 1 [3-3-1-1-1-1-1-1-1 11
136 [4-2-2-2-1-1 1 13-3-2-2-1-1-1 1 13-3-2-1-1-1-1 11

(continued on next page)
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Table 4 (continued from previous page)

PRrRPRPRPRPRPPPPPRPpRPpPRpRPRRPRrRPRRRPRPRPppRrRPRPRRPRRrRRPRRRRRR

Type (i) Type (ii) Type (iii)
Rank vy fy vyl vy fy vyl vy fy \
137 | 4-2-2-2-2-1 1 1 3-3-2-2-2-1-1-1 1 3-3-2-2-1-1-1 1
138 | 4-3-2-2-1-1-1 1 | 3-3-3-1-1 1 3-3-2-2-2-1-1-1 1
139 | 4-3-2-2-1 1 1 3-3-3-2-1-1-1 1 3-3-3-1-1 1
140 | 4-4-1-1 1 1 3-3-3-2-2-1 1 3-3-3-2-1-1-1 1
141 | 4-4-2-1-1-1 1 1 3-3-3-2-2-2-2-1 1 3-3-3-2-2-1 1
142 | 4-4-2-1 1 1 3-3-3-2 1 3-3-3-2-2-2-2-1 1
143 | 4-4-2-2-1 1 1 4-2-2-1-1-1-1-1 1 3-3-3-2 1
144 | 4-4-3-2-1 1 1 4-2-2-2-1-1-1 1 4-2-2-1-1-1-1-1 1
145 | 4-4-3-3-1 1 1 4-2-2-2-1-1 1 4-2-2-2-1-1-1 1
146 | 4-4-3 1 1 4-2-2-2-2-1-1 1 4-2-2-2-1-1 1
147 | 4-4 1 1 4-2-2-2-2-2 1 4-2-2-2-2-1-1 1
148 | 5-1-1-1-1 1 1 4-3-2-2-1-1-1 1 4-2-2-2-2-2 1
149 | 5-2-1-1-1-1 1 1 4-3-2-2-1 1 4-2-2-2 1
150 | 5-2-1-1-1 1 1 4411 1 4-3-2-1-1-1 1
151 | 5-2-2-2-1-1 1 1 4-4-2-1-1-1 1 4-3-2-2-1-1-1 1
152 | 5-2-2-2-2-1 1 1 4-4-2-2-1 1 4-3-2-2 1
153 | 5-2-2 1 1 4-4-3-1 1 4-4-1-1 1
154 | 5-3-2-2-1 1 1 4-4-3-2-1-1-1 1 4-4-2-1-1-1 1
155 | 5-3-2 1 1 4-4-3-3-1 1 4-4-2-2-1 1
156 | 5-3 1 1 4-4-3 1 4-4-3-1-1-1-1 1
157 | 5-4-2 1 ] 5-1-1-1-1 1 4-4-3-1 1
158 | 6-2-1-1-1 1 1 5-2-1-1-1-1 1 4-4-3-2-1-1-1 1
159 | 6-2-1-1 1 1 5-2-2-1-1-1-1 1 4-4-3-3-1 1
160 | 6-3-1-1 1 1 5-2-2-2-1-1 1 5-1-1-1-1 1
161 | 6-3-2-1 1 1 5-2-2-2-1 1 5-2-1-1-1-1 1
162 | 7-2-1-1-1 1 1 5-2-2-2-2-1 1 5-2-2-1-1-1-1 1
163 | 8-1-1-1 1 1 5-3-2-1 1 5-2-2-2-1-1 1
164 5-3-2-2-1 1 5-2-2-2-1 1
165 5-3-2 1 5-2-2-2-2-1 1
166 5-4-2 1 5-3-2-1 1
167 5-5-2 1 5-3-2-2-1 1
168 5-5-3-1 1 5-3-2 1
169 6-2-1-1 1 5-4-2 1
170 6-3-1-1 1 5-5-2 1
171 6-3-2-1 1 5-5-3-1 1
172 6-4-1-1-1 1 6-2-1-1 1
173 7-1-1-1 1 6-3-1-1 1
174 7-2-1-1-1 1 6-3-2-1 1
175 8-1-1-1 1 6-4-1-1-1 1
176 7-1-1-1 1
177 7-2-1-1-1 1
178 8-1-1-1 1
Total 17309 | Total 16351 | Total 15155







Quantitative data processing in the ORD speech
corpus of Russian everyday communication

Tatiana Sherstinova

1 Introduction: the ORD corpus

The main aim of creating the ORD corpus is to collect recaydiof normal
speech which is used in everyday communication and madetimataon-
ditions. For this purpose subjects spent one day with dictaps that hang
around their necks and record all their communication. TireviationORD
stems from the Russigddin Recevoj Den'literally translated as “one day of
speech” (Asinovskij et al. 2009: 251f.).

At present the ORD corpus contains recordings made by a deploigally
balanced group of 40 subjects (20 men and 20 women) repiegeatious so-
cial and age strata of the St. Petersburg population: stedailitary students,
engineers, managers, scientists, doctors; also an I Ta&udist, seller, builder,
psychologist, photographer, baby-sitter, drawing tegate. (for more details
see Table 2). The subjects’ ages range from 16 to 70 yearsightthe record-
ings were made under conditions of full anonymity, all setgdilled in soci-
ological questionnaires, passed psychological testing kept diaries of their
“day of speech”, noting basic conditions of communicatiBaside subjects’
speeches, their 600 interlocutors were also recordedldnteors were people
of different ages (from 3 to 68 years) and occupations thaewe friendly,
family, professional or other relations with the subjects.

The recorded material contains diverse genres and stysseeth: conver-
sations at home with relatives (at breakfast, at dinnehérewvening, at leisure,
at home patrties, etc.), professional and informal contierssawith colleagues,
communication during studies (lectures, practical lessarformal students’
conversations), communications with friends in differplaices and under dif-
ferent circumstances, e.g. visiting doctors, shoppingdgiearing, holidays
events, entertainment and leisure-time, all kind of teteygtalks, etc. Record-
ings were made in a variety of places: at home, in the officelewttaveling
by public transportation, walking outside, at universitien military college,
coffee shops, bars, restaurants, shopping centers, aransparks, etc. (Asi-
novskij et al. 2009: 253).

As a result more than 320 hours of recording were obtainedy fivhich
268 hours contained speech data quite suitable for furthguiktic analysis
and more than 90 hours of recordings were good enough fdrdupghonetic
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analysis. All recordings were audited by experts, the fragt:without speech
longer than several minutes were cut from ORD files. The dings were

split into files according to communicative episodes (Sirezga 2009: 259).

Currently the corpus contains 994 communicative episodes.

The corpus is being annotated on multiple linguistic ana@lraguistic lev-
els: main communication episodes, mini-episodes (withigér ones), ortho-
graphic transcripts of phrases, non-language audio evsg@akers, voice qual-
ity, different comments. ORD annotation principles arecdiéed in (Shersti-
nova et al. 2009). By December 2009, more than 33 hours ofdeap (125
communicative episodes) have been annotated on the méainleigls. In ad-
dition, segmentation into words has been selectively madeedl as segmen-
tation and annotation of some affixes.

Figure 1 presents a fragment of annotation of one phrasegin kevels:
Frase(transcript of speechppeakefSpeaker’s code)Vords Morphemgreal
phonetic transcription of morphemes in IPAJorphems-gran{grammatical
type of morphemespMorphems-ortH(spelling of morphemes)oice (quality
of speaker’s voice)FraseCommenfgeneral comment about the phrase). This
fragment is taken from communication episode #35-20 (atehaiith a cat)
and mini-episode “The subject is coming home from work arckirees an
enthusiastic welcome from his cat. Nobody else at home”akgrs code is
“I35” (male, 70 years of age, engineering inspector, higher atitut, Rus-
sian, born in Buryatia, lives in St. Petersburg since 19Cade */1 on Voice
level means that the phrase translated lde ts meeting daddy, that's an at-
taboyb is spoken in a tender mode. FraseComment explains thahthseis
addressed to a cat.
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Figure 1: A fragment of annotation for one phrase in the ORD corpus
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The corpus presents unique linguistic material, allowiagauperform fun-
damental research in many aspects: study of real spontaspeach, phonetics
and grammar of spoken language, psycholinguistics, coration studies,
etc. Special interest is invoked by the possibility to conephe real speech
(spoken texts) of a person in different communicative situmes. At the same
time these absolutely natural recordings may be used fatipah purposes:
for example, for verification of many scientific hypothedes adjustment and
improvement of speech synthesis and recognition systdms, e

The creation of the ORD corpus requires quantitative datagesing on
different levels of linguistic and paralinguistic annadats: frequency lists of
words in different communication situations, frequenaésyntactic struc-
tures, grammatical forms, morphemes, real phonetic trgotgm of words and
morphemes, prosody models, rhythm patterns, etc. Qutweitdata process-
ing is based mainly on statistical methods.

2 ORD processing tools

The ORD annotation is being made with the use of two professianno-
tation programmes: IEAN (EuDICO Linguistic Annotator) developed at the
Max Planck Institute for Psycholinguistics (Nijmegen, Nt )see Hellwig et

al. (2009) — and RAAT created by Paul Boersma and David Weenink (the In-
stitute of Phonetics Sciences, University of Amsterdanmge Netherlands) —
see Boersma and Weenink (2009). Most of the annotationdearel made in
ELAN, whereas phonetic transcripts are performedra®&r. For quantitative
data processing the following standard software tools seglu

1. ELAN procedures for processing of linguistic annotations (kigllet al.
2009).

2. VISUAL Basic utilities and macros created in MSc&Essfor the pro-
cessing of tabular data and linguistic annotations coaddrito *.mdb
format.

3. STATISTICA 8 for statistical processing of all data types.

Besides, a number of corpus-oriented software packages eveated for
ORD processing:

1. The E-QR programme that allows us to perform various lexical and
morphological analysis (in particular, to built frequerists and con-
cordances, carry out full-fledged lexical analysis, perfautomatic ex-
traction of morphemes, classify morphemes, etc.).

2. The E-Lex software was specially created for compiling digital dieti
naries. It is used for compilation of a Russian everyday cpekctio-
nary, and for integration and comparison with academidatetries of
the Russian language.
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3. Specialized programs and utilities were created for daterersion op-
timization between processing software and for specidlp®cessing
tasks not handled by the standard tools, in particulaitiasifor frag-
mentary playback of recordings in different applicatiothe& programs
for calculating various text data indices, utilities fortelenining most
frequent valency of lexical units, etc.

3 General statistics of transcripts

Orthographic transcripts of phrases, which are the maits wifidescription,
are kept on th&raselevel of annotation files. Currently transcripts have been
made for 33 hours of speech. Annotation on the Frase leveaittn244075
“annotation words”, from which 205009 are proper lingustiords or dis-
course particles. Table 1 shows the distribution of trabhsedrcommunication
episodes grouped by social role of interlocutors. From&4aline may see that

a quarter of all transcripts refer to communication betwieiends, about 20%

of transcripts describe conversations between relatamd the same amount
of transcripts were obtained for communication betweeleagles.

Table 1:Duration of transcribed communication episodes groupethégocial role of
the interlocutors

Interlocutors of Duration Duration
N communication episodes (min) (hours) %
1 Friends 524 g3 2579
2 Relatives 424 n7 2087
3 Colleagues 415 .82 2042
4 Neighbors or acquaintances 156 .6@ 7.68
5 Service staff/Clients 124 a7 6.10
6 Doctors/Patients 98 .63 482
7 Teachers/Students 97 .62 477
8 Oneself 89 us 438
9 Classmates 74 .23 364
10 Strangers 19 .82 094
11 Owner/Animal 12 (0240] 059
S 2032 3387 10000

Table 2 contains information about the amount of transdriggeech ob-
tained for each subject (and her/his interlocutors).
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Table 2:The ORD subjects and transcripts in numbers (G = Gender; Ae) Ag

Speaker Duration Annotation
(Code) G A Occupation Episodes (min) (hours) worf (
S01 F 33 Baby-sitter 5 93 .85 11206
S02 M 32 Engineer 1 23 .88 2234
S03 F 33 Market analyst 4 38 .68 5675
S04 F 34 Linguist (Ph.D.) 5 125 .a8 20892
S05 F 27 Psychologist (Ph.D.) 5 47 .78 6173
S06 F 40 Housewife, nurse 6 57 .96 5242
S07 M 45 Warrant officer 4 97 .62 10962
S08 F 16 Schoolgirl 3 64 Q7 7290
S09 F 27 Structural designer 2 31 .50 4865
S10 M 28 Engineer 2 36 .60 3993
S11 F 28 Guide 4 65 .08 6636
S12 F 26 Purchase manager 2 57 .99 6526
S13 F 22 Secretary 3 55 R¢) 8126
S14 F 33 Lecturer (phil., Ph.D.) 2 6 A0 294
S15 M 20 Military student 2 23 .38 2440
S16 M 22 Military student 1 13 a2 1506
S17 M 17 Military student 3 30 .60 2827
S18 F 19 Student 1 23 .88 3172
S19 F 41 Market analyst 3 75 .25 8858
S20 F 23 Economist 2 31 5P 4254
S21 M 27 Business manager 6 56 .98 5938
S22 F 35 Spanish teacher 3 64 .01 7905
S23 F 23 Shop assistant 1 10 .10 1502
S24 F 63 Meteorologist. D.S. 7 120 .0P 9405
S25 M 35 Chemist (techn.) 1 29 it ] 4303
S26 M 44 |T-specialist 2 18 .80 1929
S27 F 20 Student 4 66 10 7767
S28 M 19 Student 4 67 A2 7592
S29 M 22 Archaeologist 1 31 B2 2594
S30 F 20 Student 2 62 .as 6821
S35 M 70 Engineering inspector 8 114 90 11512
S36 M 40 Builder 6 74 23 10489
S37 F 59 Painting teacher 4 37 .6Q 5357
S38 M 58 Businessman 1 27 AB 4280
S39 M 53 Photographer 5 73 2P 12671
S40 M 40 Pediatrician 2 41 .68 3858
S41 M 63 Engineer 1 29 .08 3050
S42 M 56 Project consultant. Ph.D. 4 78 .30 7322
S43 M 60 University prof. (Ph.D.) 1 24 .40 1655
S44 M 41 Pediatrician 2 23 .88 4954

5 125 2032 3387 244075
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Thus, transcripts for male subjects cover 15.10 hours cédpand con-
tain 106109 annotation words, whereas for 20 female subjE8t77 hours
were transcribed (137966 annotation words). Though Ihitiawas planned
to transcribe the same amount of speech material for eaghctutvhen the
annotation had started it turned out that the recording®ofessubjects are
“better” than that of others (e.g., less background noiserentypes of com-
municative episodes, interesting and clearly audiblelimtetors). Because of
that it was decided to transcribe first the most interestjpigaeles of higher
guality. Annotating of the corpus is still in progress.

Besides transcripts the level Frase contains referengeauses (FI) (cf.
Figure 1). Neither periods nor commas were used for tranisgrspeech; pho-
netic symbols ‘//" and /" were used instead. The divisiontbé real speech
stream into fragments — sentences or syntagmas — turned beta serious
problem, which does not have a unique solution in many césesiore details
see (Ryko and Stepanova 2008). Therefore, though we haex#tenumbers
of how often the symbols marking the end of the phrase (//,?’ and ‘')
were used in ORD transcripts, we should consider these @amadpproximate
(cf. Table 3).

Table 3:Frequency list of sentences and syntagmas

Types of speech fragment Frequency %

Sentences (all) 34213 1@
Declarative sentences 23504 .63
Interrogative sentences 6627 .29
Exclamatory or imperative sentences 2080 .086
Unfinished (interrupted) phrases 2002 .85

Syntagmas (all) 65052 100
Syntagmas (not-finite) 32841 2B

The average length of sentences in the ORD corpus is six wbré8) or
1.9 syntagmas, and the average length of syntagmas is 3rtds.wo

Speech is written in standard orthography (phonetic detitns are to
be noted on another level). Besides symbols of sentendafsya division,
transcripts may contain other symbols (see Table 4). Theepé&xge given
in Table 4 is calculated with respect to the total number ofcdation words
(244075).
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Table 4:Frequency list of auxiliary annotation symbols

Symbol Meaning Frequency %
*11 pause 24816 1017
*H fragment of unintelligible speech 5869 4D
*C laughter 1204 049
*B sigh or audible breath 1517 .62
*K cough 128 Q05
*I1T noise 1275 052
0 short hesitation pause 1504 .6Q
(-..) long hesitation pause 2465 l.a1
(m-m), fillers (hesitation pause filled by different 1839 Q75
(3-9), sounds)

(a—a),

(a'M)1

etc.

1o. .., interrupted words 3010 .23
KaHHA. ..,

etc.

(?) guestionable or ambiguous transcript 910 .370
# change of a speaker in overlapping speech 3759 541
(¢ remark inserted by another speaker in over- 3485 143

lapping speech fragments

4 Frequency lists for speech transcripts

Table 5 presents the top of the frequency list for the trabedrpart of the cor-
pus compiled on the base of 205005 “linguistic” words andalisse particles.
These data are not lemmatized, as POS-tagging of the ORDiE @ still not
finished. Moreover, it turned out that in many cases the brdvdaveen lexi-
cal and discourse meaning of the word is rather vague. Fonpbea the word
form zosopro (#68 in the frequency list) in the utterancel “emy zosopio,
wmo..." [l told him that ...] has pure lexical meaning, whereas ['osopio
mebe, wmo..." [| am telling you that...] it has more discourse meanitig
know what | am speaking about”, “I insist on my opinion”.

Many words in this top list are polyfunctional: dependingaamtext they
may act either as a “normal” lexeme with direct semantic rvepior as a
discourse particle, having rather a pragmatic function eingdp just a filler.
In Table 5 these words are denoted by an astefisko@ether with discourse
particles. These words deserve special attention andefiurtiiestigation.

The highest rank in the frequency list is the personal prano() taking
2.63% of all tokens. For oral speech this kind of result waseeted. The three
top ranking items in the frequency list of the spoken compboéthe British
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Table 5:Most frequent Russian word forms in the ORD corpus

R Word N % |R Word N % |R  Word N %
1 s 5398 2.63| 49 k 484 0.24| 97 BaM 264 0.13
2 HE 4924 2.40| 50  korma 481 0.23] 98 CeroaHs 253 0.12
3 BOT" 4800 2.34| 51  6yger 480 0.23| 99 TOrIa 251 0.12
4 uy”* 4727 2.31| 52 kak 6er* 479 0.23| 100 o 247 0.12
5 na* 4370 2.13| 53  ouenn 478 0.23| 101 ot 243 0.12
6 a* 4187 2.04| 54  Tebe 464 0.23| 102  gymaro* 241 0.12
7 u 3637 1.77| 55  ero 463 0.23| 103.5 ObITH 237 0.12
8 9TO0 3625 1.77| 56  oit* 448 0.22| 103.5 wu3s 237 0.12
9 B 3516 1.72| 57  rTyT* 447 0.22| 105 xax-TO 231 0.11
10 310" 3365 1.64| 58  wmoker® 442 0.22| 106 moka* 228 0.11
11  tam* 2931 1.43| 59  smaunr* 438 0.21| 107 Hux 227 0.11
12y 2684 1.31| 60  Takoii* 434 0.21| 108.5 x* 226 0.11
13 rtax® 2510 1.22| 61 wm 428 0.21| 108.5 nouemy 226 0.11
14 mHa 2293 1.12| 62  xopomo® 428 0.21| 110  6puta 224 0.11
15  TBI 1674 0.82| 63 moromy 422 0.21| 111 nHam 221 0.11
16 ¢ 1590 0.78| 64 3a 416 0.20| 112  Takue* 220 0.11
17 To* 1550 0.76| 65  naBaii™ 415 0.20( 113  ckKoJBKO 218 0.11
18.5 Bcé* 1508 0.74| 66  Tebs 414 0.20( 114  mero 217 0.11
18.5 wmer 1508 0.74| 67 3Haemsb® 410 0.20| 115  3Toro* 208 0.10
20 (s-9)* 1484 0.72| 68 rosopro* 403 0.20| 116  Gusap* 206 0.10
21  om 1441 0.70| 69 Tombko* 401 0.20( 117 emy 204 0.10
22 Kak 1366 0.67| 70  4yero 399 0.19( 118.5 nare 199 0.10
23  wmHe 1207 0.59| 71  6Br* 392 0.19| 118.5 Tuma* 199 0.10
24  oHa 1134 0.55| 72 sToT* 372 0.18| 121  Bpem=a 197 0.10
25  yry* 1116 0.54| 73  moxuo* 369 0.18| 121  kopoue* 197 0.10
26  ecTb 1073 0.52| 74  rtne 367 0.18| 121  nmousitHO™ 197 0.10
27  meHs 1045 0.51{ 75  ara* 366 0.18| 123.5 (m)* 196 0.10
28 MBI 947 0.46| 76  mumuero* 361 0.18| 123.5 caymait* 196 0.10
29  oHun 944 0.46| 77  womeuno* 355 0.17| 125 sTa 190 0.09
30 ceiiwac 934 0.46| 78 Takas® 352 0.17| 126  kaxoit 189 0.09
31  emg* 917 0.45| 79  uro-TO 350 0.17| 127.5 wmory 182 0.09
32 yxe* 867 0.42| 80 pa3 330 0.16| 127.5 wnaBepHOE™ 182 0.09
33 HO 863 0.42| 81 eé 314 0.15| 130  gBaguaTH 180 0.09
34 wmamo* 846 0.41| 82  Takoe* 312 0.15| 130 it 180 0.09
35  xe* 812 0.40| 83  »Tu* 312 0.15| 130  HOpMmasibHO® 180 0.09
36 mpocro* 739 0.36| 84  maxke* 307 0.15| 132.5 Tyna 178 0.09
37 1mo 725 0.35| 85  GuunH 305 0.15| 132.5 xouy 178 0.09
38 Boobmie 689 0.34( 86 1m0 301 0.15| 134 B obmEeM 176 0.09
39 =Hac 615 0.30| 87 Bac 293 0.14| 135 a1y 174 0.08
40  3ma® 608 0.30| 88  nBa 292 0.14| 136.5 myxmHO* 172 0.08
41  ecim 585 0.29] 89  smagHO* 288 0.14| 136.5 sTom 172 0.08
42 Toxke 583 0.28| 90  ObLI 285 0.14| 138  mHOrO 170 0.08
43  Bce 526 0.26| 91 wux 277 0.14] 139.5 (u-n)* 164 0.08
44  6bBLIO 521 0.25| 92 kTO 274 0.13| 139.5 nmonummaems® 164 0.08
45  BbBI 511 0.25( 93 swu* 272 0.13| 141.5 o6yny 157 0.08
46  31ech 496 0.24| 94.5 s 271 0.13| 141.5 nesarb 157 0.08
47 rosopur 494 0.24| 94.5 uTOOBI 271 0.13| 143  6ombure 155 0.08
48  morom 490 0.24| 96  omun 267 0.13| 144  sToit 153 0.07




Quantitative data processing in the ORD speech corp283

National Corpus are similarly taken by pronouhsyou andit (Leech et al.
2001). After being lemmatized, the lexemeéhas the frequency 7686 (3.75%
of tokens). As for the pronoumw: (you), its frequency is more modest, making
way for a row of discourse particles: the word formu (the nominative case
of you) has rank 15 (0.82%). After being lemmatizedy has a frequency
of 2624 (1.28%), but still has a lower rank than “you” has intiBh English
frequency list.

The negative particleie (not) has the second rank, taking practically the
same percentage as the pronou(®.40%). It is an interesting phenomenon,
which may lead to a hypothesis that in oral communicationsRuns prefer
to use negative phrases. However, if we refer to traditiGhesian frequency
dictionaries, we may see that partiele always takes high ranks: third rate in
Zasorina (1977) and fourth rate in Steinfeldt (1963).

What is totally surprising is the great number of discouradiples: som
(rank 3, 2.34%)ny (rank 4, 2.31%)da (both a positive particlgesand a
discourse particlgred) (rank 5, 2.13%)mam (rank 11, 1.43%)max (rank
11, 1.22%) and many others. Discourse particles, calleghditional Russian
linguistics “parasitic words”, are known to be a widesprésature of Russian
spoken language. Earlier these particles were considereé indicators of
poor speech skills. This is likely to be the case when thegrgage of these
idle “words” is excessive as in the example below. Howeverecent studies
the meaning of discourse particles is reconsidered in a praigmatic sense,
e.g., in Shmelev (2008).

The ORD corpus provides opportunity to study the functigrohlexemes
and particles in real speech. For example, the followingaplirbelongs to
speaker S39 (photographer) explaining to a client in hidistthe differences
in anthropological features of different nations. From 48dvlike elements of
this utterance only 10 (which are underlined in wave formyehlaxical mean-
ing. All the other words are discourse particles or justrfille

a BOT (3-3) Ha...H...BOT Hallle BOT 3TO BOT (3-3) BOT 3TO BOT / BOT

TyT / TYT CIOXKHee Topa3no / mga // moToMy 4TO / 3HAUUT / £ BOT

/ BOT (9-3) BOT 9TH / Hy B UpuHUMIE / 3HAYUT / Hy / II...TO0 MOoUM /

IIOHATUAM 3HAYUT / A 2Ke HEe OTJINYY TaK CKazKeM / TaJKUKa OT y30eKa

4TO Ha3bIBaeTcd / na ma ga // ma ?

This sentence means:

[...Tits muchmoredifficult here /[.... ]| cannotdistinguish [. .. ] /Tajik from
Uzbek[...]/can1?
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5 Conclusion

The results presented should be considered to be preligammannotation of
the corpus is still in progress. Evidently, the expansiothefempirical base
and the processing of new transcripts will in a way modify dineen results,

though general tendencies should remain. Our next taskhsitbfrequency

lists and concordances for individual speakers, for grafgpeakers and for
communicative situations that are similar. It should allesvto describe more
precisely the vocabulary and grammar of the Russian mogeies language,
and throw more light on Russian communication strategies.
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Complex investigation of texts with the system
“StyleAnalyzer”

O.G. Shevelyov, V.V. Poddubnyj

1 Introduction

Discovering regularities of stylistic features of texteiiges, authors, author’s
gender, topics, etc.), clustering and classification, av@hkulary analysis in-
volves the processing of textual and numeric data. Commdhemnaatical and
statistics packages, and word processors are too unwieldpitk with large
amounts of such mixed data. They have a lot of irrelevant custfand a lack
of specific ones dealing with text processing peculiaritisst specialized
quantitative linguistics software are single-purposeleamgentations of partic-
ular methods that do not provide functionality for multeéded computational
linguistics investigations like preparing and filtering ttiata, choosing method
parameters, the testing and comparison of different meth@icthe same time
the development of quantitative linguistics highly depend the availability
of powerful tools for versatile and mass text analysis. Bhio®ls have to be
convenient enough to be used not only by software devel@mersnathemati-
cians, but, what is even more important, by classical sehdkag. linguists,
historians).

In 2004 the project named “StyleAnalyzer” was started atGoenputer
Science Department of Tomsk State University. In 2005 a gafuinguists
from Moscow State University joined the project. The ide& Wacreate a ver-
satile multiple document interface (MDI) software tool fesearchers to carry
out various computational linguistics investigationse nocess of research in
“StyleAnalyzer” can be divided into three main stages:

1. preprocessing of texts,
2. transforming texts to numeric data and preprocessing it,
3. analysis of numeric data.

Every stage is independent and provides intermediate luataan be saved
and used in other systems if StyleAnalyzer lacks some methiog article
outlines the stages of processing in the tool developedntthods included
in the tool, and the possibilities that the tool brings torthsearchers.
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2 Preprocessing of texts

Unfortunately there is no public data base of electronitsteovering many
text styles, languages and authors where all the texts aeedi formatting
errors. Texts for experiments usually come from differemirses, and have
different formatting. Analysis of them without any prepessing can cause
unpredictable and distorted results. Moreover, prepsiogss useful for some
specific analyses of texts (e.g. narrator speech). Stylgaeaworks with sim-
ple text files. It receives a list of texts which can be proedssith given pa-
rameters. Preprocessing includes:

— cleaning texts and the unification of their formatting indbamode,
special processing (e.g. removing dialogs, splitting fragments),
the correction and transforming of Russian grammar markup
the substitution of words by given vocabulary (e.g. repigall the
words with their roots).

StyleAnalyzer also works with so called “vertical textshéy are text files
where each running word is located on its own line togethén it normal
form and grammar codes. The current version of StyleAnalgaes not create
vertical texts itself, but imports them from the format oé tsystem DicTUM-
1, developed at MSC (cf. Kukushkina and Polikarpov 19963 TDiM-1 adds
grammar information to words. On the stage of the prepracgsthe service
information is manually added to texts. The information garude different
attributes like title, short title, author name, and sharthar name, gender
of author, genre type, and genre, dates of creation andqatioln, period of
creation (for example, 60th), subject. It is used first tatzauniform subsets
of texts (for example, to investigate text only in a specignige to get rid of
gender differences), and second for analysis (for exanpt#assify by author,
or gender, or to show detailed information about texts oplgsa

3 Extraction of numeric features

The majority of analysis methods are feature-based. Toereie first has to
extract numeric data from texts and only then can analyze tB¢yleAnalyzer
has a built-in query language for the extraction of valuasoibus user-defined
features. It allows the extraction of frequency values @csiic combinations
and chains of text elements: letters, morphemes, wordsgaeés of words
and sentences. One can set the grammar properties of woadguary, pro-
viding processed texts are vertical. For a given set of @xtser can choose a
set of features. They can do basic operations with querigsddding a new
feature, deleting one), save and load presets of featueefiléo Before starting
the extraction the user has to choose a representation fsrés.g. feature
table, list of text elements fitting to features, sequendefeatures in text).
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Texts can be automatically broken into equal size fragmiéntsed be. There

are macros buttons that allow adding elements and theirptiep to a query.

During feature value extraction the user sees a growing tabfeatures and
detailed statistical information about the process. Artyaeted data maintains
all its source information, so every line in a result tablériked to a particular

text. The results are written to two files:

1. atext file with pure numeric data,
2. an XML file with additional information about the fragmemtrocessed
(e.g. their sizes, titles, authors).

The size of a text in different elements (sentences, wonls$,letters) is
one of the most important pieces of information that is ussdnbrmaliza-
tion and by text processing algorithms. One special typexdfttansformation
is the extraction of suffix arrays. A suffix array is an arrayirdégers hold-
ing the starting positions of suffixes of a string (text) irit®graphical order.
In StyleAnalyzer suffix arrays are used for creating suffeetr representing
suffixes of texts in a special graph that is convenient for ma@ssion-based
analysis methods.

4 Analysis

There are three types of data analysis in StyleAnalyzer:

1. structure analysis,
2. feature-based analysis,
3. compression-based analysis.

Structure analysis deals with source texts without anyufea¢xtraction.
StyleAnalyzer has rather limited abilities in this field iignow. It allows for
extracting vocabularies of texts (words and normal foralgulates phonose-
mantic values of Russian words and texts (to estimate how ral wo text
sounds, for example, bad or good, great or misery, weakamgticold or hot)
(Zuravlev 1974). StyleAnalyzer can also generate pseuniasvwith given
phonosemantic characteristics. Suffix arrays and suffestgan also be used
for structure analysis.

Feature-based analysis uses the data frequency tabl¢sabtiie stage
of feature extraction. StyleAnalyzer includes hierarahwuster analysis (by
different measures, cluster distances), statistical thgsis testing, classifi-
cation (decision trees, feed-forward neural networks,opytbased Khmelev
method,C-, R-measures), feature space analysis and reduction (entaoply
classification-based, factor analysis), visualizatiorapyps of feature values,
self-organizing maps). Those methods provide all runtiate ¢e.g. distance or
cluster linkage tables, decision tree text rules) for répgror debugging. Re-
sults data (tables, graphs, maps) can be adjusted in theigaapser-interface
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to show the information of interest to the user (e.g. only &thors and titles,
only gender and topic for texts or distances values for ehg$t Additional
statistics such as corpus size in megabytes or words, théeruaof texts by
text characteristics (gender, genre, etc.) are availdiiie. resulting classifi-
cation and clustering data can be verified by state-of-thé&ating methods
(k-fold, leave-one out) and estimated by tried-and-testealsmes (recall, pre-
cise,F-measure). The results of testing and estimations can bershoan
MDI window with corresponding tables or marked directly ograph (e.g.
F-measure for best clusters on a dendrogramm) (Poddubnlyj28G6: 121).

Compression-based analysis works with suffix trees. There@particular
features the user has to set for compression-based mefhloolse methods
use texts themselves as as sets of strings. StyleAnalyesraudfix arrays as
an input and creates suffix trees on-the-fly while using a ¢esgion-based
method. Currently only one compression-based approantpiemented in the
system that is used for clustering texts®$, RS or T Smeasures. They are
symmetrical modifications of th€-, R-, T-measures (Shevelyov 2008: 113)
developed by Hunnisett and Teahan (2004).

5 Conclusion and future work

StyleAnalyzer has been extensively used by the LaboratoBomputer Lin-

guistics and Lexicology at Moscow State University. Emgley of the labo-
ratory have been doing different experiments with big ceapdlundreds of
texts by many authors were clustered with different paremseby different
text styles. Some experiments were made in StyleAnalyZegwutassification
methods (Kukushkina et al. 2007: 391). The main goal of theErments was
to find sets of features that could be reliably used to disistgdifferent types
of texts?

It has been noted by Moscow State University linguists titge8nalyzer
is very convenient for different kinds of text analysis, tigh some methods
and procedures that are necessary for better understaoflthg results are
still missing. The linguists are not interested in “blackxbonethods. They
always ask for clear explanations of how a specific methodksyavhich rules
or limitations are used, and whether or not it is possible®axiditional graphs
and tables that clarify why a text falls into a certain clustewas recognized
as a particular class. The collaboration of the programfnens Tomsk and the
linguists from Moscow, is mainly an effort to create a commooderstanding.
The main results of the collaboration are improved repgrionfiguration and
visualization systems of StyleAnalyzer.

It was found that the query language’s powerful abilitiesreate sophisti-
cated queries was not very useful. Most of the feature setqudte simple and

1. Russian Foundation for Basic Research, grant 06-07Bf#82 years
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it is the speed of feature value extraction that is importanusers. Storing
text as files on a local disk is not so practical as well. Usemd to create a lot
of different versions of corpora and then it is really hardrterge them. Re-
searchers create subsets of the data for their needs, cdpatel feature sets
here and there, and it becomes very complicated to follovatieal state of
the corpora when researchers have different geograpbicaions. There are
problems with access rights. Many third-party researchsksto try the sys-
tem, and students of the philological faculty need it foritlseientific work,
but the StyleAnalyzer research group currently cannotestiea tool. The only
way to distribute it is to copy the whole program that is venittin C# pro-
gramming language which provides limited abilities to pattthe algorithms
implemented. Another problem is the speed of calculatiBnscessing large
amounts of text data in a reasonable time may require pbaddlerithms.

In the end, we decided to start the development of the nexdrgéon of
the StyleAnalyzer. This time the idea is to create a web-toat will work
with texts in a database to facilitate distributed access difierent access
levels researches. The tool is going to be developed in tle@ spurce pro-
gram language Java, use open source database and state¢echaologies
like JSP, Ajax, dependency injections, and the Google WeltkifloA security
system, and parallel processing are being considered frermdry beginning.
The query language will be changed by using regular expresso make fea-
ture extraction more standardized, faster and simpler.riidie efforts will be
put into the user interface, corpus statistics, and exptapdeatures. Most of
the analysis algorithms will be imported from the old Styfhedyzer.
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Retrieving collocational information from Japanese
corpora: its methods and the notion of
“circumcollocate”

Tadaharu Tanomura

1 Introduction

Although Japanese may be said to be one of the best-studigddges of the
world, the history of Japanese corpus linguistics has beeyshort unfortu-
nately. There has been no publicly available balanced soppthe language
to this day, and the number of researchers and consequleathutmber of rel-
evant works as well has been limited. The situation stadedhainge recently,
however. Most notably, a five year nation-level project qfalaese corpus lin-
guistics started in 2006. It is a collaborative project cf thiational Institute
for the Japanese Language and a few dozen researchers freninstitutions.
The principal goal of the project is to construct a balancagas of contem-
porary written Japanese. A corpus of a hundred million wondsgch is now
under construction, will be completed by the spring of 20ie corpus will
interest researchers of Japanese, and corpora will playcaeasing role in a
variety of areas of Japanese linguistics in the future.

In what follows, | will discuss issues of the retrieval of koaational infor-
mation from Japanese corpora, one of my recent attemptslahgeffective
use of Japanese corpora. The most important area of expagpdidation of
corpus-based collocational analysis | have in mind is tleatoon of a dictio-
nary of Japanese collocations, either in printed or eleatrfimrm !

2 Preliminary remarks

Before starting the main discussion, a few preliminary ndeavill be in order.

2.1  Japanese grammar and writing system

First, we will briefly sketch the grammar and writing systefrJapanese, so
that the main discussion later on may be understood bettédrebgeader who
is not familiar with the language.

1. A more detailed discussion of the topics dealt with in BecB of this paper, as well as a
few created sample entries of a possible collocationalatiaty of Japanese, may be found
in Tanomura (2009). The topic to be taken up in Section 4 isudised here for the first time.
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2.1.1 Grammar

Japanese is a consistent SOV, head final language, as magiogldied by
the following simple sentence:

(1)  watasi-weongaku-o0 aisu-ru.
I-ToriC music-Acc love-PrRES
‘I love music.’

Another important characteristic of Japanese grammas iagglutinative
morphology. Grammatical elements are appended to noungsaihsl as shown
in Example (2):

(2) a. watasi-ga (‘I-ddM’)
watasi-o (‘I-AcC’)
watasi-ni (‘I-O8L’, ‘to me”)
watasi-ni-mo (‘I-GBL-also’, ‘also to me’)
watasi-ni-sae (‘l-@L-even’, ‘even to me’)

b. tabe-ru (‘eat-RES, ‘eat)
tabe-ta (‘eat-RsT, ‘ate’)
tabe-nai (‘eat-MG', ‘do not eat’)
tabe-rare-ru (‘eat-#5s-PRES, ‘be eaten’)
tabe-rare-ta (‘eatA#5s-PAST, ‘was/were eaten’)
tabe-rare-nai (‘eat#5s-NEG', ‘be not eaten’)
tabe-sase-ru (‘eatALs-PRES, ‘make sheat’)
tabe-sase-rare-ta (‘eataGs-PASS-PAST, ‘was/were made to eat’)

2.1.2 Writing system

As for the writing system of Japanese, there are two majadkf charac-
ters used in Japanese, callehaandkanji respectively. Eackanabasically
denotes a mora. There are about a hundred of them, includknigliowing.

@) H@.\ @) 7 (), 2 ()5 (0),
h (ka), & (ki), < (ku), 13 (ke), = (ko)

Eachkanji basically represents a combination of sound and meaningreTh
are tens of thousands of them, and they were borrowed fromeSaiin older
times with a small number of exceptions.

2. Japanese examples will be transcribed roughly accoririge Kunrei-shiki romanization
system.
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(4)  — (iti, ‘one’), — (ni, ‘two’), — (san, ‘three’), P (si, ‘four’)
F. (watasi, ‘1", % (ai, ‘love’), %3 (on gaku, ‘music’)

From a computational linguistics point of view, a crucialtfabout conven-
tional Japanese writing is that words are not separated &gesp A sentence
written in kanaandkaniji will look like:

(BG) FrblIakEEzEyT s,
‘We all love music.’

which may be decomposed as follows according to the phragat@rpholog-
ical boundaries:

6) He=b-ld Ak EE-ZT EFT-5,
watasi-tati-wa minaongaku-o aisu-ru
I-plural-Topicall music-Acc love-PrRES

The fact that words are not separated by spaces presentdlengeafor
almost any kind of computational processing of Japaneds, texcluding the
analysis of collocation. We will return to this issue later.

2.2 Web corpus used in this study

A large amount of linguistic data is required for collocatib analysis. In this
study, a Web corpus constructed by the author in 2008 will $edlult is a
collection of some ten million Web pages, and consists ofuali® billion
characters. This amounts to about 45 billion words, or 15§aGiytes in file
size.

The Web corpus was constructed by the following five-stegeaare:

1. Make a large list of (sets of) words.

2. Search withvahod using those (sets of) words as keywords.
3. Acquire the first hundred URLs in each search result.

4. Acquire the documents referred to by the URLSs.

5. Eliminate HTML tags, etc. from the documents.

Although a number of problems were encountered and dedit iwithe
actual processing, they will not be mentioned here. Theraatfithe acquired
documents may differ depending on the keywords given togbhech engine in
the second of the five steps mentioned above. Basically I@radithe method
of using a set of keywords which were expected to be unbiasedvahole,
but | also attempted a second method of using a set of keyvehiascteristic
of a particular topic or style. In the first method, the set efWords were
prepared by means of a mechanical segmentation of varipes tf Japanese
texts, whereas in the second method, a few sets of keywoataderistic of



216 Tadaharu Tanomura

a particular topic or style were prepared manually. Of thestmcted Web
corpus of 150 Giga bytes, the ratio of the amounts of the toitscted by the
two methods is 2:1. In this paper, the text data of 100 Gigasgtquired by
the first method will be used for analysis of collocation.

3 Retrieving collocational information

Now we turn to the main topic of this paper, i.e., the retri@faollocational
information from Japanese corpora.

3.1 Three possible approaches

The first question we need to address is what type of collscate should
count. Since words are not separated by spaces in Japaritisg,wre have to
decide what to count in the first place. | tried three methods:

1. counting co-occurringiords
2. counting co-occurringiord sequences
3. counting co-occurringharacter sequences

My conclusion is that the second method of counting co-a@egiwvord se-
guences, nhamely, co-occurriNggrams on the word level, is the most effective
one. The third method does produce useful results simildrdse obtainable
by the second method, but is not as precise as the latter.dthe fimitation
of space, we will limit our discussion below to the first anda®d methods.

In the first and second methods of collocational analysispeesl to iden-
tify words. Identification of words, or morphemes to be moxaat, will be
done with the help of a morphological analyzer nareiCab(a broad IPA
transcription of its pronunciation in Japanese is [mekglwich is distributed
athttp://mecab.sourceforge.net/.3

3.2 Method of counting co-occurring words
In the first method of collocational analysis, words whickomur with a given

expression are counted. Below are three of the verbs whica fwand to most
frequently follow the noumetui(‘zeal, enthusiasm’) in the Web corpus.

3. Mechanical morphological analysis cannot be withoudrstrBut fortunately, that does not
cause a serious problem as far as practical applicationasudittionary making is concerned.
In making a collocational dictionary, statistical facte anly one of the elements which need
to be taken into consideration. Thus, for example, if a caite sometimes fails to be counted
in corpus analysis, or if something which need not be couistedmetimes counted, it does
not matter unless such mistakes occur frequently. For a detedled discussion on this point,
see Tanomura (2009).
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(7) a. aru(‘exist’}
b. motu (‘have’)
c. makeru (‘succumb’)

Actually we get a large list of such verbs by analyzing a hugas, but we
will show only a small number of them here, so that the readeso ¥ not
familiar with Japanese can easily concentrate on the mgafithe examples.
Since this kind of information concerning the co-occuren€ words is not
easily accessible to the native speaker’s introspectiacan ascertain the
effectiveness of this approach.

However, the list of verbs thus obtained is not informatiaewgh. This is
because the three verbs in list (7) are not grammaticalbtedlto the noun
netui(‘zeal, enthusiasm’) in the same way. As is shown in list {{8the case
of the verbaru (‘exist’), the noumetuitakes on the nominative case margar
and functions as the subject; in the casenotu(‘have’), netuiis followed by
the accusative case marle@and functions as the object; in the caserakeru
(‘succumb’),netuiis followed by the oblique case markai

(8) a. netui-gaaru (‘zeal-tim exist’, ‘(lit.) a zeal existssbhas a zeal’)
b. netui-o motu (‘zeal-&c have’, ‘have a zeal’)
€. netui-ni makeru (‘zeal-8L succumb’, ‘succumb teb’szeal’)

Thus we should not limit our attention to the co-occurringtien between the
bare noumetuiand the verbs. Rather, we need to observe the relation betwee
the noun followed by each of the case markers on the one hahtharverbs
on the other.

The following shows part of the results which were obtaingd/hy of such
a modified procedure. Here are listed four of the verbs whioktrfrequently
co-occur with the noun followed by the oblique case marker

(9) makeru (‘succumb”)
kotaeru (‘respond’)
utu (‘strike’)

ugokasu (‘move’)

aoop

Note that verbs such eu (‘exist’) and motu (‘have’) have been properly
excluded from this list of verbs. Obviously, (9) and similasts of the verbs
co-occurring with the nounetuifollowed by other case markers will be more
useful than an indiscriminative verb list of which (7) is atpa

4. In fact, it is possible to analyze the basic verbal foemg motuandmakeruasar-u (‘exist-
PRES), mot-u(‘have-RRES) and make-ru(‘succumb-RRES) respectively as we did with the
predicate forms listed in Examples (1) and (2-b). For theesafksimplicity of exposition,
however, we will hereafter regard the present tense st(ffjy as a part of the unanalyzed
monomorphemic verbal forms, rather than as an independemttrame. Morphological com-
plications will be ignored at the sacrifice of exactness amsistency.
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Nevertheless, list (9) is not informative enough, eithdre Teason is that
the four verbs in (9), in actual contexts of occurrence, areatl related to
netui-ni(‘zeal-OBL’) in the same way. In the case of the first and second verbs,
makeru(‘succumb’) andkotaeru(‘respond’), they appear in the active voice,
as shown in (10-a) and (10-b), whereas in the case of thedghotdourth verbs,
utu (‘strike’) andugokasi(‘move’), they must be followed by the suffiareru,
forming passive predicates, as in (10-c) and (10-d).

(10) netui-ni makeru (‘zeal-€. succumb’, ‘succumb tebs zeal’)
netui-ni kotaeru (‘zeal-8L respond’, ‘respond tebs zeal’)
netui-ni ut-areru (‘zeal-6vL strike-RAss, ‘be struck bysbs zeal’)
netui-ni ugokas-areru (‘zeal#D move-RAss, ‘be moved bysbs

zeal)

o000y

To summarize the point, although the method of counting aatoing
words in fact provides us with collocational informationiais hard to ob-
tain through the native speaker’s introspection, infofarabbtainable by this
method is not informative enough. This method thereforela¢e be replaced
in favor of the second method of counting not only co-ocasingle words
but also co-occurring sequences of words or morphemesi@img verb-suffix
sequences such as-areru (‘strike-PAsS) and ugokas-areru‘move-mss)
among others), to which we now turn.

3.3 Method of counting co-occurring word sequences

In the second method of analysis, sequences of words, orhaorgs, which
co-occur with a given expression are counted.

The following list shows a few of the word sequences co-ategmwith
netui-ni (‘zeal-OBL") which were acquired by analyzing the Web corpus by
this method.

(11) a. makeru (‘succumb’)
b. kotaeru (‘respond’)

c. ut-areru (‘strike-Rss, ‘be struck’)
d

ugokas-areru (‘moveABs, ‘be moved’)

These word sequences are in fact what we listed in (10) abavevanted to
obtain by corpus analysis.

We will see another example of the results of an analysis byst#tond
method. Example (12) is a small portion of a large list of weeguences co-
occurring with the adverinekkiri (‘noticeably, to an obvious degree’). This
adverb is felt by the author to tend to be used with a predideteting either
a decrease of something observable, a change to cold weatheatecline in
health or vigor.
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(12) nat-ta (‘becomeART’, ‘became (cold, few, etc.)’)
het-ta (‘decreaseABT, ‘decreased’)
sukunaku nat-ta (‘few becomex®r’, ‘became few, decreased’)
samuku nat-ta (‘cold becomex®r’, ‘(the weather) turned cold’)
samuku nari-masi-ta (‘cold become1RTE-PAST, ‘turned cold’)
otoroe-ta (‘decline-RsT, ‘( sbis health) declined’)

"0 Q0T

This result again conforms to the native speaker’s intojtend thus we may
ascertain the effectiveness of the method of counting @aoing word se-
guences.

However, with respect to the notion of “word sequence”,¢hsistill some-
thing more to observe, which we will discuss in the next secti

4 The notion of “circumcollocate”

There would be no reason to restrict the notion of collocsta relation be-
tween two words, as is commonly done in discussions of catlon. Rather,

collocation should be regarded as a relation between nrilyprds in gen-

eral, as we saw in Section 3.2 especially if our goal is to n@a&ellocational

dictionary. What counts from the practical viewpoint ofttboary making are
the overall patterns in which a given expression habituadiyurs, rather than
simple relations between the expression and co-occurimgdeswords.

To advance this understanding further, we may introducadtien of “cir-
cumcollocate” as a particular type of co-occurring wordwsate. A “circum-
collocate” is a collocate which habitually sandwiches @&curs on both sides
of) a given expression. In other words, a “circumcollocated combination
of what we would call for convenience a “precollocate” angbastcollocate”,
each of which may be a word sequence instead of a single word.

We will illustrate the significance and usefulness of thearobf circum-
collocate in the analysis of Japanese collocation by takitngexamples.

First, tukiru is an intransitive verb denoting ‘run out, be exhaustede Th
nouns which frequently appear as the subject of this velbdatikara (‘pow-
er’), bansaku(‘all measures’) aisoo (‘patience’),kyoomi(‘interest’), gimon
(‘doubt’), nayami(‘worry’). But these nouns fall under two groups depending
on the overall expression in which they co-occur with thébwakiru.

(13) a. ({tikara/bansaku/aisoo-ga} tuki-ta
{power/all measures/patienceeN1} be exhaustedAxT
‘{power/all measures} was/were exhausted’

b. {kyoomi-ga/gimon-wa/nayami-wa} tuki-nai
{interest-Nom/doubt-Toric/worry-TopPic} be exhausted-Kic
{interests/doubts/worries} will never be exhausted’
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Note that in the first group of nouns shown in (13-a), they couo with the
affirmative, past tense form of the vetikiru. On the other hand, in the second
group of nouns shown in (13-b), they co-occur with the negation-past tense
form of the verb. The nouns in question might sometimes appeadifferent
configuration as well, but there is an overwhelming tenddocyhem to be
used in the ways indicated above.

So it does not suffice to simply say that the varkiru frequently follows
these nouns, or for that matter that it sometimes preceaesutfixes of past
tense or negation. We need to pay attention to the combimafithe noun as
a precollocate and the verbal suffix as a postcollocate. Mpgsal is that we
identify discontinuous word sequences suclilesral. . . ta (‘power. .. RAST)
andkyoomi-ga. .. na{'interest-NoM. .. NEG') as circumcollocates of the verb
tukiru. Such information about circumcollocates of a given exgiogsin a col-
locational dictionary will be no less useful than infornaaiticoncerning prec-
ollocates and postcollocates.

Let us see another example of circumcollocate vaitki (‘(be) many’),
an adjective of an archaic style. The adjectoaki is typically used in the
phrase patterh1 ooki N2 whereN1 ookiis a relative clause modifying2, as
exemplified by the following.

(14) koi ooki onna
love be manywoman
‘(lit.) woman with whom loves are many, woman with many love af-
fairs’

What is worth noting about this phrase pattern is that théthalcombination
of N1 andN2 is rather restricted. The expressions which frequentlyoat
the Web corpus include the following.

(15) a. koi ooki  {onna/otoko/otome}
love be many{woman/man/maiden}
Yfwoman/man/maiden} with many love affairs’

b. {nayamilyume} ooki  {tosigoro/zinsei/hibi}
{worries/dreams}e manyage (of a person)/life/days}
{agel/life/days} with many {worries/dreams}’

The phrase patterd1 ooki N2is not idiomatic when saying, for example,
‘man with a lot of money’ or ‘days with a lot of rain’, in spitef the gram-
maticality of the expressions. Hence the need to idekktfy. . onna(‘love. ..
woman’), nayami. . . tosigorq‘worry. . . age’), etc. as circumcollocates of the
adjectiveooki, and to include such information in the entry fawkiin a collo-
cational dictionary.
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5 Conclusion

The aim of this paper has been to search for an effective rdatheetrieving
collocational information from Japanese corpora, and goi@for the signifi-
cance of looking at the collocational relation between ipldtwords, includ-
ing that of “circumcollocate”.

Japanese corpus linguistics has been lagging behind, ewitimation is
changing. Corpora will begin to be applied to a variety ofeggsh topics in
Japanese linguistics and yield fruitful results in the rfature.
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Diachrony of noun-phrases in specialized corpora

Nicolas Turenne

1 Introduction

Nowadays some fields like biology or nanotechnology produtarge num-
ber of scientific papers. It is possible to build specialized collections for
content analysis. Documents are also time-stamped, anehsarés extracted
from them are able to be processed by time. Systematic analfylanguage
properties benefits from a distribution description defjdinguistic laws. Lots
of laws have been discovered since the pioneering work df @29, 1932,
1935). In this paper, we explore the impact of time on therithstion of
“content-word” occurrences in texts, sometimes called ethrantities, and
the impact of time on the distribution of clusters of “cortterords” where
“content-words” are linked because they share common gtstnd so re-
veal context dependencies. We made our analysis of single-pbrases using
two different tools for named-entity extraction (names aitpins and genes)
from two different text collections. But single noun-phgasio not give real
semantic information about content, the factor most repridive is associa-
tion. In our study we suppose it is given by simultaneousqares (co-presence
or co-occurrence) in the same context and with repetitibtegest two differ-
ent contexts). In our definition a context is a document, Whiclarger than
the classical linguistic context defined by a sentence. énsércond part we
used three corpora, two in biology and one in computing. Tkéwod to ex-
tract noun-phrases is robust and not field-dependent (a&segextraction of
strings which do not contain a function word such as a verbjuwtion, ad-
verb, preposition, pronoun or number). We plot distribngidor a number of
patterns (i.e. associations or clusters) by size for angrgperiod settled a pri-
ori, and the distribution of the number of patterns by tinteiiwal for any given
size of pattern.

Section 2 presents an overview of the state of the art of istiguap-
proaches for diachronic analysis, linear distribution distribution of word
component position in text. Section 3 presents our diginbwanalysis for sin-
gle noun-phrases, and noun-phrase co-occurrences ower tim

2 Related works

In this section, we review formal approaches focused orhd@ayy, linear laws
and complexity. The earliest publication on this theme mbpbly Jespersen
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(1929), who investigated the distribution of French loarrdgan the English
lexicon as a function of time. He developed the “ease the@y'a systematic
approach to show the evolution of language change driven faynaiple of
least effort. In the same year, G.K. Zipf published his dcaitdissertation,
which dealt with changes of sounds (phonemes).

There are two ways to study the invariance through time ofhpooductiv-
ity: by surveying successive editions of dictionaries (Bish1962; Neuhaus,
1973) and by the analysis of corpora within different pesio@ur interest is
more focused on the latter. Baayen and Renouf (1996) calttéth to the ha-
pax legomena with certain affixes. Their study shows thabh@ppear more
often as time increases, which might indicate that theidpotivity is increas-
ing. A category-conditioned degree of productivity prasd lower bound for
the rate at which new formations may be expected. Lots ofiesudy to ex-
amine language creolization (Labov, 1980). Early appreactere concerned
with the determination of the genetic proximity of langusgéth respect to
their vocabularies by the reconstruction of “family tregSdrresponding meth-
ods were proposed by Kroeber and Chrétien in 1937. Similarogzhes were
developed during the following decades (Embleton, 198&nost as famous
as Zipf's laws is glottochronology (Swadesh 1952, 1955)thWiis method,
Swadesh tried to calculate the number of words which disappem a lexicon
to predict and to date the moment of separation of two relarggliages on the
basis of the observed proportion of common words in theictns. In analogy
to the well-known method of dating objects in archaeoldgyses a mathemat-
ical model of the radioactive decay of the carbon isotope. I#@ concrete
course of lexical change processes is explained by thedwiski Law. Alt-
mann coined this term for the approach he presentedtfeand Altmann,
1984) which describes and predicts the observed trend afttarges on the
time axis. The history of success of a new linguistic phenuonelways begins
slowly, then speeds up and finally slows down again. Formselyeral authors
made assumptions about the nature of the correspondingcukfirst system-
atic consideration was by Piotrowskij (1968) from whichmAinn derived his
mathematical form of the law starting from an interactibaigproach and set
up a differential equation whose solution provides apged@models for three
different types of increase dynamics. The Piotrowski Lapresents the devel-
opment (increase and/or decrease) of the portion of nevg oniforms over
time. The law means that a word’s usage is initially low, gs@xponentially
and finally reaches a stable state. In the same way Polikéi8®3) developed
a word life cycle, and built a theory of the organisation arsidrical develop-
ment of language systems as a whole (where each centurgespse period).
Saussure (1916) introduced the notion of a syntagmati¢ amalogous to the
time axis and reflecting a text sequence. Another pillar endbvelopment of
sequential text analysis was the use of the probabilistiortigjues based on
the theory of Markov chains (Markov 1913; Baum and Petrie6)96he third
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pillar that supports analysis of sequential structuregx is the Information
Theory which calculates possible arrangements in a seq{&hannon, 1948).
The fourth pillar that lies at the basis of contemporary aesie into sequen-
tial structures in text includes techniques of time-seaiealysis (Pawtowski,
1997, 1999) based on spectral and ARIMA (Autoregressivegiiated Moving
Average) methods (Box and Jenkins 1970; Nurius 1983). Thddwaski law
predicts the autocorrelation of phonemes when a text segmirerpreted as
a time series of units with a seasonal lag.

Though it is not common some laws take a linear form. For instathe
Oono law (Oono 1956) states that the ratios among the nunobexds parts
of speech stay the same over time in the lexicon of a languii@ugh, typ-
ically, the lexicon size grows. il#bicek (2005) studied the distribution of co-
references and noticed a dependency between the numberefietences and
the number of sentences with a parameter of text cohesidm Heethe number
of co-referencesk the number of sentencesthe number of unique words and
n the total number of word forms.fdbiCek supposes that:

dz=a-k dw, Q)

wherew is a text cohesion parameter defined as the relative meaneineg of
words (v = v/n). He postulates also that

dz=a-w dk. (2)

Experimentally we observed in his sample th& almost linearly depen-
dant onk as in (2) and the solution should be:

Z=34-k. (3)

Using synergetic linguistics, Kéhler (1999) observed tahponent de-
pendency upon position does not appear to be a classicalrgawesuch as
between other parameters (frequency, length, lexicon sweimization of
production effort, minimization of decoding effort, .. Jynergetic linguistics
defines complexity as the number of immediate constitudrasconstruction
(syntactic, association, ...). A corpus called Suzann¢aios 4621 different
types and 90821 occurrences. Complexity is assessed atotitelevel for a
word occurring at a given position (1, 2, ...) inside a sytitaconstruction;
Kdhler used a hyper-Pascal distribution to fit the data.
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3 Evolution of “content-words” in corpora of biology

In this section, we present a law describing the evolutiosirgle named enti-
ties over time and from different corpora of biology.

3.1 Corpora and named-entities extraction

We have created two corpora on molecular biology. This drgptesents the
tools we used, dedicated to a nhamed-entity extraction fisr kind of do-
main corpora. Both corpora consist of documents grabbed fre Medline
free electronic document base, each document having aatitlean abstract
(http://www.ncbi.nlm.nih.gov/pubmed/). The first corpus, CorpusM, is
focused on species of mice and their embryo developmenpustt contains
34529 documents (titles+abstracts). The second corpupu€ld, is focused
on the human species with regard to embryos, placenta amgicaorpusH
contains 77333 documents. The corpora are prepared foretktestep (i.e.
named-entity extraction) by splitting them into differdiiés containing only
sentences, using the tool, lingpipe (Carpenter 2004)r ffi@cessing CorpusH
contains 515500 sentences distributed over 12 time intelpedween 1963 and
2007. CorpusM contains 276100 sentences distributed oererintervals.

A main issue to be addressed by text processing in molecidégy is
protein and gene name extraction. This is a first step towants general is-
sues widespread in biology concerning the understandiggmé function and
the networks required to make a cell. We used two distindisttm achieve
this task. The first tool is Abner (Settles 2005) which useshire learning
with a training corpus. Its method is based on conditionatlcen-field mod-
els. It uses regular-expression formalism but without agti¢ and semantic
rules. It found 60611 noun phrases in CorpusM, and 82903 pbuases in
CorpusH. The second tool is Nlprot (Mika and Rost 2004) wtatdo uses
machine learning with a training corpus. Its method is basesyntactic rules
and support vector machine classifiers. It also uses bicdbdictionaries but
no explicit semantic rules. It found 42427 noun phrases ipp@sM, and 48086
noun phrases in CorpusH.

3.2 Experimental results and modelling

We plot by time the number of gene/protein names found (Eiglr The
graphs show a growth in the number of noun phrases extractegbth pe-
riod, but if we take into account the percentage of abstfactsach period, it
becomes constant: 95% of the documents have an abstracthaftiird time
point for CorpusM, and 88% after the fifth time point for Cospl The titles
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are not explicit enough to contain all protein and gene natassribed in each
paper and induce a bias for content analysis when they adeaustheir own.
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Figure 1: Number of protein/gene names

We observe a linearity between the number of named entitig$ree num-
ber of sentences. This linearity occurs when abstracts alleivdexed in the
database; hence, this occurs after 1994 because genelpiantees occur main-
ly in abstracts. As we can see in Figure 1 for CorpusM for tmeesaumber of
sentences we obtain a constant number of gene/protein rextimasted. Let
be the number of sentences. Hence, we formulate the rethijon

NCorpusM = kCorpusM' S; (4)

whereNcOrpusMis the mean number of named entities for CorpusM, and

kCorpusM = 098j: 007 .

Values fork vary from one extractor to another expressing a disperg€idi (
for Abner, 1.05 for niprot). For CorpusH, we can formulate tklationship as
follows:

NCorpusM = kCorpusH' 87 (5)

whereNCOrpusHis the mean number of named entities for CorpusH, and

Kcorpush= 0.81+0.08.

Values fork vary from one extractor to another expressing variation3@or
Abqer, 0.90 for nlprot). We note first that the relationshmvbeenNcOrpusH
or Ncorpusm @and S is linear. This linearity is not far from what was observed
with co-references (3). Second, they are very similar bay ttiffer in their
parameter valudgcorpusHaNdKeorpush

In Section 4, we present a law describing the evolution ofteat-word”
associations over time using a corpus of biology.
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4 Model of “content-word” dependencies over time

4.1 Corpus and “content-words”

First, we used a corpus of biology based on a type of protdiacta “prion”
(or prp), which is responsible for mad-cow disease. We ¢4l ¢orpus Cor-
pusP and it consists of 6658 documents. A second corpus loQyics widely
focused on plant epidemiology. We call it CorpusE and it zie®f 5545 doc-
uments. A third corpus, not linked to biology, is linked taceat clustering
techniques. We call it CorpusC and it consists of 982 docusndvata (ti-
tle, abstracts, keywords) have been collected from then8ei€itation Index
databasenttp://isiwebofknowledge . com/).

We used a tool called Beluga (Turenne and Barbier 2004) iaexivhat
has been defined in Section 2 as complexity. Complexity has bdapted at
word level without any syntactic assumption through thetdting idea widely
applied to lexical organization. The clustering algoritlbased on a sequen-
tial pattern extraction algorithm (Agrawal and Srikant 4p@hich catches the
co-occurrence oh wordss times:s is called supporth words is called a se-
quential pattern (i.e. a word cluster); a context is a doaumkhe algorithm is
not sophisticated enough to catch clusters with a spec#itauice or similar-
ity but is able to extract all co-occurring combinations pésific strings in a
set of contexts. Hence if a pattern of length 5 is found, it msethan its sub-
patterns of length 2, 3 or 4 are also extracted. We explatttoperty to extract
“content-word” dependencies. As a preprocessing stepddegxtracts noun
phrases and author names from the corpus saving also tregiiops and the
document’s ID number in which they occur. For our purposesibun phrases
will serve as “content-words”. Beluga can define a set of jroimts to extract
associations for each time point. The granularity of theetgoale can be more
than one year. As a maximum, it is possible to define 50 interfram 1960 to
2010. Sometimes, to take into account the evolution of seiestudies prefer
to take two years as an elementary time step. For Corpushstthie set of
time intervals, for author names and noun phrases thererazéntervals from
1985 to 2002. For CorpusE we defined a step of one year from tt92805.
For CorpusC 5 intervals were defined from 1991 to 2003. Sugpoboth has
been set to 3 for CorpusP, and 2 for CorpusC and CorpusE. 8nelstales
were defined to get an equi-distribution for documents. Rstaince, for Cor-
pusC and CorpusE each interval at the beginning containegtenage of 200
documents per interval. The association frequency thitdshadeally set at 2
but can be higher to solve computational limits of memoryagie. In the next
part of this paper we call = 1 the most recent interval, = 2 the immediate
successor, etc.
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4.2 Experimental results and modelling with “content-wsjrd

Extraction experiments for “content-words” are similarthmse presented in
the previous subsection. In distributions of patterns diwee intervals for a
given size of pattern we observe the same results as for theranames dis-

tribution:

1. the distribution is irregular,
2. it becomes tight when the size of the pattern increases,
3. the distribution follows the profile dfl = 1 when the size increases.

Table 1 represents the relevant data.

Table 1
# Patterns # Maximal patterns

Size of patterns Period 1 Period 2 Period 4 Period 1 Period 4

1 2737 667 796 52 48
2 20506 2444 3586 98 100
3 36807 2031 4089 90 90
4 26960 524 3364 32 68
5 15945 45 2745 20 30
6 12288 0 1992 6 12
7 9688 0 1120 21 28
8 6008 0 432 0 8
9 2655 0 99 0 0
10 790 0 10 0 0
11 143 0 0 0 0
12 12 0 0 0 0

Figure 2 shows the distribution of patterns per size givennéerval T.
We see that the distribution has local maxima in the same waypserved for
author names but the shape is not exactly the same if we ldnteatalsT =1
andT = 4. The distribution has a “bump” towards the tail.

We modelled the asymmetric distribution with a mixed dizition com-
posed of two weighted beta distributions, with propertyq = 1, andA being
a normalization constant:

_ . 1 ai—1q _ \P1—1 . 1 ar—171 _ \Bo—1
y=A|p 78(011,[31))( (1—x) +q 78(01,31))( (1—x) . (6)
Our proposed model fits well the data for both peridds 1 andT = 4.
The datasets represented in Table 1 and illustrated in &@)had were trans-
formed as followsX = x/12)Y = (y — min(y) + 0.001) /(maxy) — min(y) +
0.002). Using the package MASS (function fitdistR-Project, 2004) for learn-
ing parameters we find the following values: fbr=1; p= 0.78, A= 0.32;
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Figure 2: Distribution of patterns per size given a peribdor CorpusP

o, =2.6,5,=105,0, =8.5,3,=9. ForT = 4 the parameters ape= 0.86,
A=029;09 =-16,6=05,0,=-07,3,=025;and forT =2,p=1,
A=0.18;a1 =3, = 18.

Whengqis zero, the data are only modelled by one beta distributiceems
that the choice of one of the values is unpredictable and sdymécally from
the domain described by the corpus. Some theoretical asEmgpuld justify
the choice of a beta distribution to fit our empirical datatdrethan a normal
or a log-normal shape. If the dependent variab(a our case the number of
patterns) is a dynamic function of the independent one iméethatx (in our
case the size of a pattern) causes a (relative) changeaimd if this change is
inversely proportional to some constanbn the one hand and is at the same
time limited by another inverse proportion determined by tenstantg and
¢, then we obtain

dy a B
y x c—x’

wheredy/y is the first derivative of divided by the current value of (hence
the relative change)3 can be interpreted as a “social diversity” factor, and
o as a “topic attractivity” factora activatesy and 3 inhibits y. We observed
that 8 > a. Solving this differential equation yields= x* - (c — x)#, which

is a function, and by norming it per division B(a + 1,3 + 1) and setting

¢ =1 one gets a beta distribution. This relation varies oveetikive observe
over time a merging process that can lead to the fact thajpgrofisizen will
merge to produce “content-word” groups of size A feature of the mad-
cow crisis was the Nobel Prize in biology awarded to Prusimé®96, period

T =2 (1996-1997). Unfortunately this domain event occurredibenT = 1
(1998-2002) and = 4 (1989-1994) where local maxima occur and does not
make an impact on the size of the patterns. An external fagtgra change to
terminology by different authors, could explain such phaeoa. We observe
that forT =5 (1993-1994) for author names, the average size of therpatte
becomes large; it corresponds to the period of 4 for “content-words”. But
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this observation is only a partial explanation becauseribisreproduced for
T =1 for author names.

As a pattern of length 3 is composed of three patterns of flekgive could
imagine that for a given prolific period of noun-phrase agg@n and new
emerging concepts, patterns of length 5 or 6 produce lotsnafler patterns.
Let us call anaximal patterra pattern that does not belong to a pattern of larger
length. Figure 3 shows the same distributions as in figuret@ Wi= 1 and
T = 4. We still can observe a double-headed distribution whéehmss typical of
the domain. We made complementary experiments with otlectdlections.

It seems that a double-headed distribution does not appsi@nsatically (even
when making variations of the time interval with a time stdmpe or two
years). For CorpusE the distribution of patterns by length Us understand
that the average can vary from one period to another but #teliition can be
modelled easily wittr; =1. If we process a small corpus from a field different
from biology, CorpusC, the result, in this case, is the same.

20 40 60 80 100
1

|
0 20 40 60 80

0
|

@T=1 (b)T=4

Figure 3: Distribution of maximal patterns by size given a peribdor CorpusP

5 Conclusion

Processing domain corpora, here molecular biology, anlgzng the distribu-
tion of “content-words” provides evidence of a specificiligttion which does
not correspond to already known laws discovered about diadt phenom-
ena. ForSingle “Content-Words'we found that a linear-shape law explains
the regular presence of noun-phrases per sentence. Bld simgn-phrases do
not provide real semantic information about the contenta$rus. The most
representative factor is the association of “content-wbndth their usage con-
texts. For thessociation of “Content-Wordsive found that the distribution of



232 Nicolas Turenne

association size over time can be, sometimes but not ahaayssed distribu-
tion of small and double-size associations. Stable digiidbs require a hypo-
thetical framework to achieve the status of being laws, anithér studies need
to be conducted on the contexts of distributions to embenh tiwvéhin more
theoretical hypotheses such as in a synergetic framewarkofplementary
validation, the normalization of the data (ratio per nundfetfocuments) could
improve the stability of proposed models.
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