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Preface

The present volume unites twenty-three contributions frominternational schol-
ars, all renowned experts in the field of quantitative linguistics. The contri-
butions were presented at the Quantitative Linguistics Conference (QUALICO

2009), standing in a tradition of previous meetings organized by the Interna-
tional Quantitative Linguistics Association IQLA (www.iqla.org) in Trier
(Germany), Moscow (Russia), Helsinki (Finland), Praha (Czechia), and Athens
(Georgia, USA). QUALICO 2009 was organized in co-operation with the Uni-
versity of Graz (Austria), particularly the Institute for Slavic Studies, Sept.
17–20, 2009; without substantial support from Graz University, particularly
the Faculty of Arts and Humanites, and the Office for the Government of the
Province of Styria (Department of Science), the conferenceand, as a conse-
quence, this volume, would not have been possible, and it is our wish to express
our gratitude to all these benevolent sponsors.

Generally speaking, issues of quantitative linguistics ina broad understand-
ing of this term were the focus of the conference, and they thus shape the
general profile of the present book. As a discipline, quantitative linguistics
typically follows a specific scientific paradigm: in this theoretical framework,
(qualitative) linguistic hypotheses are ‘translated’ into quantitative terms and
tested by means of statistical procedures. The results are first quantitatively
interpreted, which leads to either the rejection or the retainment of the hypoth-
esis; only then are they, after some kind of ‘re-translation’ into linguistic terms,
qualitatively interpreted and embedded into theoretical concepts. The applica-
tion of mathematical and statistical methods thus is no self-contained aim or
objective in a quantitative linguistics framework, but onenecessary step in the
logic of science.

In detail, against the background of this general approach,the complex rela-
tions between ‘text’ and ‘language’ are specifically focused in the contributions
to this volume. Over the last decades, a number of laws and lawhypotheses
have been developed, and often we do not have sufficient knowledge about the
boundary conditions of them, that is, if they are relevant for language as an
abstract construct, or if they are (also) valid for concreteindividual texts, or
groups, or types of texts, etc. This fact explains why some contributions, in this
point rather following the tradition of linguistics in a narrower understanding,
focus on language as a whole (be it conceived of as a set of rules, as an abstract
model of concrete or possible utterances, or even differently), whereas others
concentrate on individual texts; why some contributions focus questions of text
typology, and others are concerned with problems of individual texts.
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Given such a broad horizon of quantitative linguistics, it is not astonishing
that there are many implicit or explicit points of contact with, or even technical
references to neighboring disciplines – not only to mathematics, statistics, or
information sciences, but also to computer linguistics, corpus linguistics, liter-
ary scholarship including individual and inter-individual stylistics, and others.
After all, quantitative linguistics turns out to be genuinely interdisciplinary,
and the fact that many contributions are authored by more than one person is a
clear indication of this circumstance. It seems that times of individual and sep-
arate work in ivory towers is passing by also in the humanities, and the need
for interdisciplinary and international co-operation becomes more and more
obvious.

Such common endeavors cannot be realized without personal communica-
tion, notwithstanding the rapid developments and changes of global commu-
nication techniques which, without a douobt, clearly alleviate everyday work.
Personal contacts are indispensable, and it is self-evident that they can be real-
ized only if the scientific work is supported as, in our case, by the institutions
mentioned above. In this context, we are well aware of the fact that ‘behind’
all these institutions there are always individual personsto whom our gratitude
should be explicitly extended here. Additionally, we want to mention some per-
sons, without whom the present volume would not have gotten the final shape:
Christoph Eyrich and Werner Lemberg have been helpful in various issues of
LATEX 2ε problems, Eric Wheeler has done a wonderful job in editing all texts,
and Veronika Koch has done perfect work in supporting the layout work and in
preparing the author and subject indices at the end of this volume.

Peter Grzybek
Emmerich Kelih

Ján Mačutek



Quantitative analysis of Keats’ style: genre
differences

Sergej Andreev

1 Introduction

One of the main objects of stylometric analysis – retrieval of the information
to characterize individual style (author’s stylome, fingerprints) – is connected
with an important issue of style stability. If, on the one hand, research, aimed at
authorship detection, classification of styles, etc., is usually based on implicitly
accepted assumption of the existence of constant, unchangeable style markers,
on the other hand, there does not seem to be any doubt now aboutthe variability
of style of an author over time and in different genres (Goldfield and Hoover
2008; Grzybek et al. 2005; Juola 2007; Kelih et al. 2006; Rudman 2006: 613).
Of the two types of variability we shall focus on genre style differences.

Quite a number of studies have presented convincing arguments in favour of
the variation of style in different genres (Grzybek et al. 2005; Kelih et al. 2006;
Martynenko 1988; Rudman 1998). Nevertheless, there existsone aspect, which
makes the question of genre differentiation far from being trivial. The prob-
lem may be formulated as follows – can such differences disappear over time
and, secondly, are there any factors which can obscure or, vice versa, intensify
stylistic genre differences? Baevskij shows the possibility of the disappearance
of genre style distinctions. In his study (Baevskij 2001: 185ff.) he found that
stylistic genre differences between odes, elegies, idylls, epigrams, epistles and
some others existed in the poems by Lomonosov, Derzhavin, Karamzin, Krylov
and other Russian poets in the second half of the 18th century, but completely
disappeared in Russian verse texts during 1813–1820.

Our paper deals with the second of the above-mentioned questions, con-
cerning the factors which can influence genre differences. Among such factors
we shall analyze the ‘cultural relevance’, or, rather, ‘success rate’ of poetic
works. This study is based on the analysis of the poems by English romantic
poet John Keats whose posthumous influence on English poetryis considered
now to be very strong and whose works, though severely criticized by his con-
temporary critics, are now recognized as an important element in the cultural
system of present-day life.
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2 Data sources

One important aspect, which is usually ignored, consists ofworking out the
strategy of selecting the data sources for such a study, and more generally, for
any stylometric research. We consider it reasonable to distinguish between the
works by an author that received general recognition of the reading public and
critics, or were distinguished by the author himself, and, on the other hand, po-
ems that are less prominent, less culturally significant. Inmost cases this issue
is not raised at all and texts by an author are taken indiscriminately, regardless
of their ‘popularity rate’ or the author’s estimation.

In this research we make such a distinction between poems that are more
‘relevant’ and works that are less ‘relevant’ for the author’s creative activity
judging by the author’s opinion. In this case, information about whether the
author included a given poem for publication in his collections of works or not
may be used as objective criteria. We assume that the choice of the author in
such cases reveals his priorities in matters of expression,his vision of what he
considers as his proper style.

For the present analysis two lyrical genres were chosen: sonnets and odes
written in iambic pentameter. Lyrics reveal most vividly the individual world
of an author, his specific traits of expression. As for the genres, it should be
noted that many of Keats’ sonnets and odes are considered to be among the
best works written by romantic writers. The restriction that we imposed on
the meter by analyzing poems of the same metric scheme (iambic pentameter
verses) is due to the necessity of achieving homogeneous linguistic material for
comparison. It should be noted that Keats wrote in iambic pentameter most of
his works belonging to these two genres. Keats’ creative period lasted for about
six years from 1814 till 1819. In the above-mentioned meter during his life
Keats published in two collections (in 1817 and 1820) 17 sonnets (afterwards
referred to in this paper as ‘Sonnets [1]’) and 5 odes (referred to as ‘Odes’).
The list of these poems is given in Appendix A.

Besides these works Keats wrote a number of sonnets which he did not
include in his collections. Some of them were not published during his life
at all and became known only after his death. Out of these sonnets we chose
at random 18 poems (about 50% of such sonnets), forming one more class
‘Sonnets [2]’. The list of these sonnets is also presented inAppendix A.

3 Characteristics

In choosing characteristics for the analysis we were guidedby the following
criteria. Characteristics must be well distinguished formally; their number must
be less than the number of the analyzed texts, they must be frequent enough in
the texts. Besides, which we consider as very important, these characteristics
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must reflect essential features of lyrical poems, and be poetically and linguis-
tically relevant. This last condition, of course, introduces certain restrictions
into research, changing its perspective from looking for any feature that pos-
sesses discriminant force to testing the discriminant value of ana priori formed
feature scheme.

Due to these requirements and based on our preliminary empirical data
experiments the following list of characteristics was formed. It should be men-
tioned that this feature set on the whole is based on the scheme proposed by
Baevskij (Baevskij 1993), though a number of changes were introduced. The
methodology for rhythm description is used according to Tarlinskaja (1976).
Our feature set includes rhythmic characteristics (absence of stress on ictuses
1–5; stressed anacrusis; feminine and dactylic clausula);one characteristic of
rhyme (inexact rhyme); syntactic characteristics (beginning of enjambement,
syntactic pauses, lines which end in exclamation or question marks – “em-
phatic end”, inversion – partial and complete). A more detailed explanation
of the characteristics may be found in Andreev (2006). Examples from Keats’
poems are given in Appendix B.

4 Method

In order to establish whether there is any difference between the poems of these
two genres we used discriminant analysis (Warner 2008: 650ff.). This method
has been successfully used by linguists in data mining research, including prob-
lems of classification and author attribution (Grzybek et al. 2005; Kelih et al.
2006; Mikros 2006; Tambouratzis et al. 2004).

5 Results

At the first stage of our analysis the aim was to see if there areany characteris-
tics which differentiate between two groups of texts: sonnets, included into the
author’s collections (Sonnets [1]) and odes, and if there are such variables, to
find out how they contribute to the discrimination. As a result of the discrimi-
nant analysis it was found that the two groups of texts differsignificantly. As
seen in the histogram (see Figure 1, p. 4) the opposition of the sonnets and odes
is clearly marked.

The following characteristics from the list of features given above were in-
cluded in the discriminant model: inexact rhyme, omission of stress on ictuses
1, 3, 4, 5, feminine and dactylic clausula, emphatic end. It was also found out
that four features were more characteristic of sonnets (omission of the stress
on ictuses 1, 3, 4 and feminine rhyme) and the other four – of odes. From the
point of view of their localization, the characteristics possessing discriminant
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Figure 1: Histogram for two text groups (Sonnets [1] vs. Odes)

force express mostly the properties of the end of the line. The results of post
hoc test are very good, as seen from Table 1, in which rows are observed and
columns are predicted classifications.

Table 1:Classification matrix: Sonnets – Odes

Percent correct Sonnets Odes

Sonnets 100 17 0
Odes 100 0 5
Total 100 17 5

At the first stage of analysis each ode was taken as a whole unit. On the
other hand, since odes consist of a number of stanzas, it is also possible to
replace complete odes by stanza sequences. Inclusion of separate stanzas into
the analysis changes the number of members of the ode class from 5 (complete
odes) to 23 (stanzas), bringing the total number of all casesof the two classes
to 40. Discriminant analysis in this case again shows a considerably good sep-
aration of sonnets and odes (Table 2). The results of this test are much better
than could be expected. Indeed, it was difficult to expect that stanzas would be
so homogeneous in the odes with only two of them deviating radically from
their class centroids.

Table 2:Classification matrix: Sonnets – Ode stanzas

Percent correct Sonnets Ode stanzas

Sonnets 88.23 15 2
Ode stanzas 91.30 2 21
Total 90.00 17 23
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At the next stage of analysis the sonnets which Keats did not include into
his collections were added (Sonnets [2]), bringing the number of classes to
three: Sonnets [1] (17 texts), Sonnets [2] (18), Odes (5). The results of the
discriminant analysis are displayed in Figure 2. This diagram shows a clearly
marked separation between Sonnets [1] and the rest of the poems (Function 1).
The opposition between Sonnets [2] and odes is almost completely neutralized.

Figure 2: Discriminant analysis: three text groups (Sonnets [1] – Sonnets [2] – Odes

The discriminant model consists of the following characteristics: feminine
and dactylic clausula, omission of stress on ictuses 3, 4, 5,inexact rhyme, par-
tial inversion. The characteristics which are more typicalof each of the three
classes are presented in Table 3 (elements of Function 1) andTable 4 (Func-
tion 2). The second function, as it was mentioned above, has very little rele-
vance in differentiating classes of Sonnets [2] and Odes.

Table 3:Elements of Function 1

Sonnets [1] Sonnets [2] and Odes

Feminine rhyme Dactylic rhyme
Unstressed ictus 4 Unstressed ictus 5
Partial inversion Inexact rhyme

The members of this model are almost the same as the characteristics of the
model differentiating Sonnets [1] and Odes. Partial inversion in this new model
replaced Ictus 1 and Emphatic end from the previous one. Here, too, most of the
features, except Ictus 3 and Partial inversion, reflect the properties of the end
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Table 4:Elements of Function 2

Odes Sonnets [2]

Inexact rhyme Unstressed ictus 3
Unstressed ictus 5 Dactylic rhyme

of the line. But the efficiency of this new discriminant modelis considerably
lower than of the model which was obtained for two classes.

Post hoc classification (Table 5) is, generally speaking, not bad for three
classes (80%), but it reflects the opposition of poems of the same genre: instead
of the opposition of sonnets and odes here the opposition of Sonnets [1] and
Sonnets [2] takes place. In other words the style differencein sonnets, selected
by the author for his collection of works, and the rest of the sonnets is much
more pronounced than style difference of different genres.

Table 5:Classification matrix: Sonnets [1] – Sonnets [2] – Odes

Percent correct Sonnets [1] Sonnets [2] Odes

Sonnets [1] 94.12 16 1 0
Sonnets [2] 83.33 2 15 1
Odes 20.00 1 3 1

Total 80.00 19 19 2

Figure 3 reflects the results of the analysis of the same threegroups, when
instead of complete odes their stanzas are taken. Here againthe main oppo-
sition takes place between Sonnets [1] and other poems (discriminant Func-
tion 1). Discriminant Function 2 introduces a very slight distinction, if any at
all, between Sonnets [2] and ode stanzas.

6 Conclusion

The results obtained prove the correctness of the hypothesis that in the lyrics
by Keats there exist genre differences. The latter were revealed with the help
of formal linguistic features. It should be stressed that none of these features,
used here for the genre distinction, has ever been directly associated with either
of the genres.

The results showed that odes are opposed to the sonnets mostly by the end
of the line parameters. Genre differences are observed whenwe compare the
texts that were selected by the author for his collections, whereas in other cases
this distinction is obscured. A possible explanation is that Keats, choosing po-
ems for his collections, was more conservative in matters ofgenre distinctions
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Figure 3: Discriminant analysis: three text groups (Sonnets [1] – Sonnets [2] – Ode
stanzas

than when he wrote them. His preference for certain text style organization
coincided with subconscious attempts at preserving traditional canons.

This phenomenon of distinction between works preferred by an author and
works, which he values less, needs, of course, further investigation by means
of enlarging the list of parameters (including, e.g. word and sentence length,
parts of speech, syntactic relations characteristics), aswell as increasing data
sources. Different reasons may be offered for such discrepancies, but whatever
explanation is suggested, if this phenomenon is observed for other writers, sty-
lometric studies will have to consider carefully the selection of data sources.
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Appendix A

Sonnets [1] (17 sonnets)

To My Brother George; To ******; Written on the day that Mr. Leigh Hunt
left Prison; “How many Bards gild the Lapses of Time”; To a Friend who sent
me some Roses; To G.A.W.; “O Solitude! if I must with thee dwell”; To My
Brothers; “Keen, fitful gusts are whisp’ring here and there”; “To one who has
been long in City pent”; On first looking into Chapman’s Homer; On leaving
some Friends at an early hour; Addressed to Haydon; Addressed to the Same;
On the Grasshoper and Cricket; To Kosciusko; “Happy is England I could be
content”.

Sonnets [2] (18 sonnets)

To Lord Byron; “As from the darkening gloom a silver dove”; ToChatterton;
Written in Disgust of Vulgar Superstition; On the Sea; “After dark vapours
have oppressed our plans”; To Leigh Hunt, Esq.; On Seeing theElgin Mar-
bles; To Mrs Reynolds’s Cat; On sitting Down to Read King LearOnce Again;
“When I have fears that i may cease to be”; The Human Seasons; To Homer;
To Sleep; “If by dull rhymes”; On Fame (I); On Fame (II); To — .

Odes (5 odes – 23 stanzas)

Ode to a Nightingale(8 stanzas);Ode on a Grecian Urn(5 stanzas);Ode to
Psyche(4 stanzas);Ode on Melancholy(3 stanzas);To Autumn(3 stanzas).
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Appendix B

Examples, illustrating charateristics, used in the analysis

Ictus 1: After dark vapours have oppressed our plains / For a long
dreary season, comes a day (“After dark vapours have
oppressed our plains”)

Ictus 2: That scarcely will the very smallest shell (On the Sea)
Ictus 3: Wasting of old Time – with a billowy main (On Seeing

the Elgin Marbles)
Ictus 4: I am no happy shepherd of the dell (To ***** )
Ictus 5: And, as I feasted on its fragrancy (To a Friend who sent

me some Roses)
Stressed anacrusis: Listen awhile ye nations, and be dumb (Addressed to the

Same)
Feminine clausula: I shall as soon pronounce which grace more neatly (To

G.A.W.)
Dactylic clausula: For I am brimfull of the friendliness (“Keen, fitful gusts

are whisp’ring here and there”)
Inexact rhyme: Regions of peace and everlasting love; / [. . .] / Taste the

high joy none but the blest can prove (“As from the dark-
ening gloom a silver dove”)

Enjambement: That is the Grasshopper’s – he takes the lead / In summer
luxury – he has never done / With his delights (On the
Grasshopper and Cricket)

Syntactic pause: Minion of grandeur! think you he did wait? (Written on
the day that Mr. Leigh Hunt left Prison)

Partial inversion: E’en now, Dear George, while this for youI write (To My
Brother George)

Complete inversion: Happy is England! I could be content / Tosee no other
verdure than its own (“Happy is England! I could be con-
tent”)

Emphatically marked
end of the line:

For what a height my spirit is contending! (On leaving
some Friends at an early Hour)





Word-length-related parameters of text genres in the
Ukrainian language. A pilot study

Solomija Buk, Olha Humenchyk, Lilija Mal’tseva,
Andrij Rovenchak

1 Introduction

Text styles and genres are described in various linguistic fields – stylistics,
communicative linguistics, gender linguistics, hermeneutics, rhetorics, statis-
tical linguistics, etc. – from different points of view. Different parameters are
applied to attribute the genres. But in general they do not contradict but rather
supplement each other. However, none of these approaches, except statistical
linguistics, proposes an automatic way to differentiate the genres. Presently,
machine text processing is becoming more and more important, and a correct
genre attribution is significant for automated translations.

The objective of the present paper is to check the possibility of genre at-
tribution of Ukrainian texts using automatically obtainable parameters. The
methods based on part-of-speech (PoS) or morpheme analysis(cf. Perebyjnis
1967; Karlgren and Cutting 1994) are not suitable as only tagged texts can be
processed in such a way. The Ukrainian language is an inflectional one, so the
PoS annotation is basic for it. A correct lemmatization of words in texts is,
however, quite a complicated and long procedure.

Word-length studies are a good alternative because “raw” texts, with only
little work on preprocessing, can be analyzed.

2 Parameters for genre attribution

While many text genres have been identified, only some of themhave been
subjected to a more detailed analysis, e.g., fiction (bellesletters), journalistic
or scientific texts. In this work, we focus on some less-studied genres: pri-
vate letters, open letters, cooking recipes, sermons, sonnets, and parliamentary
speeches. A couple of scientific texts are involved for comparison.

For the texts, various parameters connected with word length counted in
syllables were calculated, in particular: mean word length, second central mo-
ment, dispersion quotient, fraction of multisyllabic words (i.e., those having
four and more syllables), etc. In finding the set of variablesproviding the best
separation to prescribe a correct genre attribution we relyon the results of Kelih
et al. (2005).
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The number of syllables was defined by counting the vowels, which corre-
spond to the following graphemes: <а, е, и, i, о, у, я, є, ї, ю>. It is worth
noting that auxiliary words having no vowel (б, в, з, й) were treated as zero-
syllable words, not as clitics of the respective full-meaning words (cf. Grzybek
and Altmann 2002; Buk and Rovenchak 2007). The following parameters were
calculated:

1. mean word length in syllablesm1:

m1 =
1
N ∑

i
xi ,

whereN is the number of words in a given text,xi is the length of the
i-th word;

2. dispersion of word length (second central moment)m2:

m2 =
1
N ∑

i

(xi −m1)
2 ;

3. dispersion quotientd:

d =
m2

m1−1
;

4. fraction of four-syllabic wordsp4:

p4 = N4/N ,

whereN4 is the number of four-syllabic words in the text;
5. fraction of five-syllabic wordsp5; and some others.

Two variables, the dispersion quotient (d) and the fraction of four-syllabic
words (p4), make a pair of variables adequate for the separation of specific gen-
res in Russian, which is also an East-Slavic language (see Kelih et al. 2005).
The points corresponding to texts are plotted on the (d; p4) plane (see Fig-
ure 1). We have analyzed 30 private letters, 20 open letters,49 sermons, 30
parliamentary speeches, 29 sonnet wreaths, and 31 cooking receipts. Data for
some genres exhibit a good concentration with respect to thedispersion quo-
tient and the fraction of four-syllabic words variables, allowing separation, e.g.,
open letters versus private letters, epistolary genres versus scientific texts, etc.
Sermons appear to occupy an intermediate region between open and private let-
ters. Sonnets are well discriminated from cooking recipes.The high dispersion
of sonnets is a bit unexpected and will be studied in more detail later.

The centers of distributions for studied genres shown in thefigure are cal-
culated as simple arithmetic means of the coordinates of therespective data-
points. The centers of parliamentary speeches and open letters as well as the
centers of sermons and private letters are closely located on the plane. Due to
the specifics of these texts, this fact seems quite logical.
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Figure 1: Texts of different genres on the (d; p4) plane

The issue of homogeneity of texts on the intra-genre level (namely, author-
ship, subject, etc. differences) arises in the study of genres. We consider this
problem for the particular case of sermons. Figure 2 demonstrates no special
difference between sermons of different denominations (confessions) given
by the following abbreviations: AC (Orthodox, Autocephalous), GK (Greek-
Catholic), KP (Orthodox, Kyiv Patriarchate), MP (Orthodox, Moscow Patriar-
chate), RK (Roman-Catholic). The sample thus appears homogeneous.
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Figure 2: Sermons by denomination (usingd andp4)
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The whole analysis shows that a third parameter might be necessary to
achieve better separations. Again, it is convenient to search for such a param-
eter within the quantities obtainable automatically, which excludes methods
based on part-of-speech or morphemic data as not quite suitable. Analysis of
graphemic and phonemic behavior of text may be a promising alternative; in
any case, more elaborate statistical methods must be applied.

3 Phoneme frequencies

All the texts were processed to obtain the phonemic data, according to the
grapheme-to-phoneme scheme described by Buk et al. (2008).The phoneme
distribution is obtained for particular text genres as wellas for the whole cor-
pus. Table 1 shows the results for the first six ranks.

Table 1:Most frequent phonemes, by genres

Cooking Open Parliamentary Private
Sermons recipes letters speeches letters

r P fr P fr P fr P fr P fr

1 о /O/ 0.10 о /O/ 0.10 а /a/ 0.10 а /a/ 0.10 а /a/ 0.11
2 а /a/ 0.10 а /a/ 0.09 о /O/ 0.09 о /O/ 0.10 о /O/ 0.09
3 и /I/ 0.06 и /I/ 0.06 i/i/ 0.07 i/i/ 0.07 е /E/ 0.06
4 i /i/ 0.06 i/i/ 0.06 и /I/ 0.06 и /I/ 0.06 и /I/ 0.06
5 в /v/ 0.06 у /u/ 0.06 н /n/ 0.06 е /E/ 0.06 i/i/ 0.06
6 е /E/ 0.05 е /E/ 0.04 в /v/ 0.05 н /n/ 0.05 в /v/ 0.05

The obtained rank-frequency dependencies (Figure 3) allowchecking the
hypothesis if the negative hypergeometric distribution (Wimmer and Altmann
1999: 465ff.) yields a good fit for phonemes.

We confirmed this fact obtaining the following values of the distribution
parameters:K = 3.2317;M = 0.8003 (C = 0.0085, the whole text collection),
K = 3.1397;M = 0.7813 (C = 0.0140, for a particular subcorpus of sermons).
The results are shown in Figure 4.

4 Phonemes-related parameters

From the rank-frequency phonemic distributions, the following variables can
be defined in particular: line slope between first and second most frequent pho-
nemes with relative frequenciesf1 and f2 : s12 = f1 − f2 or, more generally,
line slope betweeni- and j-ranked phonemes:si j = fi − f j . The slopess12, s23,
ands45 are the most pronounced ones, cf. similar data on Polish (Rocławski
1981: 77ff.).
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Figure 3: Distribution of phonemes in different genres

Figure 4: Fitting rank-frequency dependence for phonemes by the negative
hypergeometric distribution (data analysis with Altmann Fitter 2.1)

One can see from Table 2 that parametersd andp4 are not sufficient to dis-
tinguish some genres (e.g., open letters from parliamentary speeches, or private
letters from sermons) as their values appear to be quite close. Other parameters
related to word length, such asm1 andm2, do not help to solve this problem as
they have a similar behavior. If the parameters12 is considered, a better result
for an automatic genre attribution can be achieved. Indeed,its mean value dif-
fers about twice in magnitude for the genres where other values are close. The
sign of the parameters12 corresponds to the slope “direction” and depends on
which phoneme is most frequent,/O/ or /a/. Further studies can establish if
this sign is relevant.
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Table 2:Discrimination by phonemes-related parameters (mean parameter values for
genre discrimination)

Genre m1 m2 d p4 p5 s12

Open letters 2.61 2.33 1.45 0.17 0.0814 −0.01064
Parliamentary speeches 2.54 2.18 1.43 0.18 0.0643 −0.00436

Private letters 1.96 1.49 1.56 0.08 0.0258 −0.01493
Sermons 2.15 1.66 1.45 0.11 0.0386 0.02979

Cooking recipes 2.33 1.71 1.29 0.15 0.0425 0.00977

5 Conclusions

From the presented material, we conclude that phoneme distribution can be
a good addendum to word-length-related parameters in genreattribution. The
task is to relate the parameters to genres properly, definingthe domains of pa-
rameter variation for genres. Detailed analysis is required to achieve this goal,
with more texts and genres involved. Other automatically calculated parame-
ters might be necessary to obtain a better genre attribution. Multivariate dis-
criminant analysis with respect to the calculated parameters, including word-
length and phonemic frequency data, is yet to be applied.
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issues presented. This research is done as a part of a joint Austrian-Ukrainian
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On the quantitative analysis of verb valency in
Czech

RadekČech, Ján Mačutek

1 Introduction

It is a matter of common knowledge in linguistics that verb valency is a ver-
bal property which governs the other parts of a sentence. Although valency
has been analysed in detail for more than fifty years (cf. Agelet al. 2004),
some fundamental problems have not been resolved so far. Forinstance, no
common criteria or tests for the distinguishing complements and adjuncts have
been found, despite the fact that a distinction between themplays a crucial role
in any valency approach (see Section 2). Since the absence ofthese criteria
seriously undercuts the whole conception of valency, the question about the
validity or the suitability of the valency approach emerged.

The goal of the present study is not to solve any of the fundamental prob-
lems of valency. We just decided to test empirically whethervalency, in spite of
the mentioned problems, reflects some important language property or mech-
anism. The only attempt, to our knowledge, to analyse valency empirically
was presented in Köhler (2005a), where some properties of verb valency in
German were observed: specifically the distribution of valency frames of each
verb, the distribution of unique valency patterns, and the distribution of com-
plement variants (a variant being the possibility to express a given complement
of the verb by different semantic roles). Also the relationship between the num-
ber of complements of each verb and the number of complement variants was
observed. In all cases regular distributions were detectedwhich means that the
distribution of observed entities could be viewed as a result of a diversification
process (cf. Altmann 2005). In the present study we follow Köhler’s method-
ological approach; we examine the distribution of valency frames in Czech and
test the hypothesis concerning a relationship between the number of valency
frames and word length.

The article is organized as follows: a very short overview ofthe main va-
lency properties, in the “traditional” sense, is given in Section 2; valency hy-
potheses which were tested are presented in Section 3; Section 5 is focused
on a methodology and language material used for the hypotheses testing; the
results are presented in Section 4; and the article is closedby further research
proposals.
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2 Valency properties

Valency is usually viewed as a kind of a lexico-syntactic property which “in-
volves the relationship between, on the one hand, the different subclasses of a
word-class (such a verb) and, on the other, the different structural environments
required by the subclasses, these environments varying both in the number and
in the type of elements. Valency is thus seen as the capacity averb has for com-
bining with particular patterns of other sentence constituents” (Allerton 2005:
4878). In other words, valency “denotes the property of the verb to claim or
to admit, respectively, particular kinds and forms of complements. The verb
opens up slots, in which the complements enter as arguments”(Heringer 1993:
303). More concretely, valency determines

(1) the number of complements, compare monovalent verbsleep:

a. Baby – sleeps

versus bivalent verbwrite

b. Mary – writes – the letter

versus trivalent verbgive

c. Peter – gave – Mary – the book

(2) the form of the complements, compare verblook claiming adverbial
complementation:

a. Mary
NOUN

looks
VERB

nice
ADVERB

versus verbbring claiming nominal complementation
b. Peter

NOUN

brought
VERB

the book,
NOUN

(3) the meaning of the complements, compare the subject of the verbsee
which is assigned as the experiencer:

a. Mary
EXPERIENCER

saw the house
PATIENT

versus the subject of the verbkick which is assigned as the agent
b. Peter

AGENT

kicked the ball
PATIENT

As we noted in Section 1, in any valency theory, a distinctionbetween oblig-
atory complements and facultative (optional) complements(they are usually
called adjuncts) of the verb plays a crucial role. However, despite a huge en-
deavour (for more details see Buysschaert 1982, Herbst 2007, Panevová 1974,
Storrer 1992, Van Valin & LaPolla 1997) to find common criteria or tests for
distinguishing complements and adjuncts, a satisfying outcome has not been
reached yet (Comrie 1993: 906ff.). So, some authors admit that “[t]he state of
distinction intoC [complement] andA [adjunct] and the position of valency
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theory suggests that an intuitively substantiated basis (.. . ) has not yet been
sufficiently justified by theory. The different relational criteria – as far as they
are methodically applicable in a controlled way – yield similar results in the
majority of cases but also opposite ones. There are no adequate criteria to eval-
uate the quality of the results. (. . . )It seems likely, however, that valency is a
semantic phenomenon of which we have not yet found a clear view or which
we perhaps have not even understood properly” (Heringer 1993: 307; emphasis
added by the authors).

It is clear that this fact seriously undermines the conception of valency in
general. In other words, how can one seriously talk about “valency theory”
without clear criteria for determining one of the most important properties of
verb valency? Consequently, is not valency the notion which, although it fits
one’s intuition, does not reflect any important language mechanism? Or even,
is it not just a matter of tradition?

Of course, the fact that the criteria have not been found yet does not neces-
sarily mean that valency is an “empty” or senseless notion. However, if valency
indeed reflects some important language property or mechanism, it is neces-
sary, according to us, to prove the validity of this notion empirically. Therefore
we tested two hypotheses concerned with (1) a regular distribution of valency
frames in a language and (2) the relationship between the number of valency
frames and the word length (several hypotheses on valency can be found in
Köhler and Altmann 2009: 16ff.). So, if these hypotheses arenot rejected, it
seems reasonable to consider valency as a linguistically meaningful notion.
Moreover, it will be possible to integrate valency to the synergetic linguistic
framework (Köhler 2005b).

3 Valency hypotheses

3.1 Regular distribution of verb valency

Let us assume that valency, contrary to all problems relatedto the notion, re-
flects some important language mechanism and it could be considered as a verb
classification enabling hypotheses testing and the exploration of relationships
between valency and other language properties. One of the ways of evaluation
of any classification scheme is an observation of rank-frequency distribution.
It has been shown that “linguistic classification is ‘good’,‘useful’ or ‘theoret-
ically prolific’ if the taxa follow a ‘decent rank-frequencydistribution’ ” (Alt-
mann 2005: 647). The regular distribution is viewed as a consequence of a
diversification process and there is an assumption which says “that if an en-
tity diversifies on one direction, the frequencies of the resulting classes are not
equal but can be ordered according to decreasing frequency”(Altmann 2005:
646). So, if valency represents a “theoretically prolific” class, it should have a
regular distribution.
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3.2 The shorter the verb, the more verb valency frames

A relationship between the length of the verb and the number of valency frames
of the given verb should be a consequence of the relationshipbetween fre-
quency and length. In other words, the shorter the verb, the more frequent the
verb, and so the more frequent the verb occurs in more contexts, i.e. in more
valency frames.

3.3 Language material and methodology

The crucial aspect of the testing of the hypotheses lies in both the choice of
language material and the clear definition of valency. As forlanguage data, we
have used the Czech valency lexicon Vallex 1.0 (Lopatková etal. 2003) which
contains about the 1400 most frequent Czech verbs.1 Vallex 1.0 is based on
Sgall’s theoretical approach known as the Functional Generative Description
(Sgall et al. 1986, Hajičová et al. 1998) and is closely related to the Prague
Dependency Treebank project (Hajič et al. 2006).

As for definition of valency, we follow the Prague DependencyTreebank
approach and we use the Vallex 1.0 annotation. In this study,we take into ac-
count only those verb modifications assigned as obligatory.The obligatoriness
of a verb modification is determined by means of a so-called dialogue test in
Vallex 1.0. The main principle of the dialogue test is definedas follows: “If
[speaker]A uses a sentenceSand [speaker]B asks himwh-question concern-
ing the participantP, A’s answer might be “I don’t know” (without disturbing
the dialogue) if and only if the participantP is not semantically obligatory in
S” (Panevová 1974: 15). More concretely, in the dialogue (4) the answer “I
don’t know” is unacceptable, so the verbcomehas assigned obligatory com-
plementation “direction-to” and it is taken as bivalent in Vallex 1.0, although it
is properly used as monovalent in the “surface” sentence structure.

(4) A: My friends have come.
B: Where to?
A: *I don’t know.

On the contrary, in the dialogue (4) the answer “I don’t know”is acceptable,
so the complementation “direction-from” is optional.

1. Concretely, verbs were selected as follows: the 1000 mostfrequent Czech verbs, according
to their number of occurrences in a part of the Czech NationalCorpus, were taken at the
beginning and then their perfective or imperfective aspectual counterparts were added, if they
were missing. For more details, see Vallex’s 1.0 official webpages:http://ufal.mff.
cuni.cz/vallex/1.0/ and the technical report (Lopatková et al. 2006).
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(5) A: My friends have come.
B: Where from?
A: I don’t know.

For the hypotheses testing we counted verb valency frames which consist just
of obligatory complementation (Vallex 1.0 comprises also other types of com-
plementation; these ones we omit in this study). It is necessary also to note that
we just counted formally unique valency frames; this means that if the verb
has, for instance, two identical valency frames (as a consequence of a semantic
shift), we count only one.

4 Results

4.1 Distribution of valency frames

As it can be seen in Table 1, the distribution of valency frames is indeed regular
– in fact, so regular that there are many distributions with avery good fit.

Table 1:Distribution of valency frames

x – Number of Number of verbs
valency frames withx valency frames

1 815
2 319
3 152
4 73
5 38
6 17
7 7
8 7
9 4

10 2
11 1
14 1
17 1

Tentatively, we present the fit of the Good distribution (cf.Wimmer and
Altmann 1999: 219ff.),

Px = C
px

xa (1)

wherea, p are parameters andC is a normalization constant. We obtain an ex-
cellent fit (in terms of the chi square goodness of fit test, with P = 0.9693,
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a = 0.6562,p = 0.6034). We do not claim that the Good distribution should
be a general model; here only the ‘smoothness’ or ‘regularity’ of the distribu-
tion is demonstrated. Most probably the model would have to be modified or
generalized when data from more languages are available.

4.2 Relationship between verb length and number of valency frames

The hypothesis “The shorter the verb, the more valency frames” is also corrob-
orated, see Table 2. We note that the verb length was measuredin syllables and
the infinitive form of verbs was considered.

Table 2:Mean length of valency frames

x – Number of Mean length (in syllables)
valency frames of verbs withx valency frames

1 3.40
2 3.14
3 2.97
4 2.71
5 2.45
6 2.41
7 2.00
8 2.57
9 1.50

10 1.50
11 2.00
14 1.00
17 1.00

Again only tentatively, we suggest the functiony = Cxae−bx as a model.
The suggested model is a special case of a very general schemederived by
Wimmer and Altmann (2005). The goodness of fit, although not so excellent
as for the distribution of valency frames, is still satisfying (R2 = 0.8959, with
C= 3.6675,a= 0.0308,b= 0.0834). Some discrepancies (the observed values
are not decreasing) can be caused by relatively small numbers of verbs with
many valency frames (e.g., we have only one verb with 11 valency frames,
which is one of two problematic cases).

5 Further research

The corroboration of the hypotheses presented in this studyallows us to con-
sider valency as an important property of the language, despite many obscu-
rities associated with this notion in linguistics. Nevertheless, further analyses
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should be done: first, it is necessary to observe valency properties in other
languages; next, hypotheses predicting relationships between valency and syn-
onymy, polysemy, frequency and the other language characteristics should be
tested. A fresh view to valency could be achieved by analysesfocused on va-
lency “in use”, meaning that the distribution of valency frames given by both
obligatory and optional complements in actual language usage are the subject
of the analysis.
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A link between the number of set phrases in a text
and the number of described facts

Łukasz Dębowski

1 Introduction

In this communication, we announce recent developments of anew probabilis-
tic explanation of the Zipf law and the Herdan law. This direction of research
was introduced by Dębowski (2006) and the following thesis, formalized by
Dębowski (2009b), constitutes the core of the novel interpretation:

(1) If ann-letter long text describesnβ independent facts in a repetitive way,
where 0< β < 1, then the text contains at leastnβ / logn different set
phrases.

This paper covers our results very briefly. A longer discussion of the lin-
guistic relevance of our results, the detailed definitions,and the proofs of the
theorems can be found in Dębowski (2009b, 2009c). We hope that our con-
structions provide a more plausible explanation of the Zipflaw and the Herdan
law for natural language texts than the well known monkey-typing explanations
(Mandelbrot 1954; Miller 1957).

2 The main result

A formal version of the statement (1) was proved by Dębowski(2009b) as
a mathematical theorem for the computational model of set phrases and the
probabilistic model of texts as follows.

The definition of set phrases in texts.The set phrases contained in a text
will be understood as letter chunks that are repeated withinthe text sufficiently
many times. Formally, the letter chunks are defined as distinct nonterminal
symbols in theshortest grammar-based compressionof the text. Empirical
correspondence between such letter chunks and set phrases or words in the lin-
guistic sense was observed to a certain extent (Wolff 1980; de Marcken 1996;
Nevill-Manning 1996; Kit and Wilks 1999).

Grammar-based codes are uniquely decodable codes which compress a string
by transforming it into a special context-free grammar and then encoding the
grammar as a less redundant string. An example of such a grammar is
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





















A1 7→ A2A2A4A5dear_childrenA5A3all.
A2 7→ A3youA5

A3 7→ A4_to_
A4 7→ Good_morning
A5 7→ ,_























. (1)

The constraint is that the grammar must generate only one string as its pro-
duction. If we start the derivation with the symbolA1 and follow the rewriting
rules, we obtain the compressed text of a song:

Good morning to you,
Good morning to you,
Good morning, dear children,
Good morning to all.

In the shortest grammar-based compression of a longer text,nonterminals
Ai often correspond to words or set phrases in the linguistic sense (likeNew
York), especially if it is additionally required that the nonterminals were defined
as strings of only terminal symbols (Kit and Wilks 1999). In the following,
a lower bound for the number of distinct nonterminal symbolsin the shortest
grammar-based compression of a text will be given in terms ofthe number of
independent elementary facts described by the compressed text.

The definition of facts and texts.Both the corpus of texts and the state of
affairs repeatedly described in the corpus will be modeled as random variables.
Let Z1,Z2,Z3, . . . be the logical values (true or false), with respect to the ran-
dom state of affairs, of certain systematically enumeratedlogically indepen-
dent propositions. We assume thatZk, when interpreted as random variables
Zk, are equidistributed and probabilistically independent.Such variables exist
if the space of possible states of affairs is sufficiently complex, namely, if the
possible states of affairs generate a nonatomicσ -field (Dębowski 2009a).Zk’s
will be called (elementary) facts. On the other hand, let. . . ,X−1,X0,X1,X2, . . .
be the consecutive letters of the corpus,Xi . We suppose that each elementary
factZk can be ultimately inferred from the corpus if we start reading it from an
arbitrary position, i.e., givenXm+1,Xm+2,Xm+3, . . . for anym.

Formally, we shall assume that variablesXi : Ω → X take a finite number of
distinct values and form a stationary strongly nonergodic finite-energy process.
A nonergodic process(Xi)i∈Z is a process such that there exist functionssk :
X
∗ → {0,1} and IID variablesZk : Ω → {0,1} whereP(Zk = z) = 1/2, z∈

{0,1} and

lim
n→∞

P
(

sk
(

(Xi)
m+n
i=m+1

)

= Zk
)

= 1 (2)

holds for allm= . . . ,−2,−1,0,1,2, . . . andk = 1,2,3, . . .. On the other hand,
a finite-energy processesis a process with exponentially dumped conditional
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block probabilities (Shields 1997). Such a condition is satisfied for processes
dithered with a small amount of IID noise (Shields 1997), so it also appears
plausible in natural language modeling.

In contrast, it has been assumed in the monkey-typing explanations (Man-
delbrot 1954; Miller 1957) that the corpus of texts is generated by an IID pro-
cess or a finite-state hidden Markov process. We can distinguish among these
kinds of processes by the value of excess entropyE = I((Xi)i≤0;(Xi)i≥1), which
is the mutual information between the past and future of the process (Crutch-
field and Feldman 2003). We have (i)E = 0 for an IID process, (ii)E < ∞ for
a finite-state hidden Markov process, and (iii)E = ∞ for a strongly nonergodic
process (Dębowski (2009a). We can say informally that strongly nonergodic
processes convey an infinite amount of information in a repetitive way. On the
other hand, IID processes and finite-state hidden Markov process convey only
a very limited amount of repeated information.

The theorem proved as a formalization of the thesis (1) reads:

Theorem 1
Let (Xi)i∈Z be a stationary strongly nonergodic finite-energy process over an
alphabetX, i.e.,Xi : Ω → X. Assume thatX is finite and that

lim inf
n→∞

cardUδ (n)

nβ > 0 (3)

holds for the set of well predictable facts

Uδ (n) := {k∈ N : P(sk ((Xi)
n
i=1) = Zk) ≥ δ} ,

whereδ ∈ (1/2,1) andβ ∈ (0,1).
Consider the vocabulary sizeV[Γ((Xi)

n
i=1)] of a (|B(·)| ,G )-minimal gram-

mar transformΓ : X
+ → G , whereB : G →Y

+ is an appropriate local grammar
encoder. Then we have

limsup
n→∞

E
(

V[Γ((Xi)
n
i=1)]

nβ (logn)−1

)p

> 0, p > 1. (4)

This theorem follows from two bounds for the entropy of a finite text
(Xi)

n
i=1. The vocabulary sizeV[Γ((Xi)

n
i=1)] is the number of distinct nonter-

minal symbols in the shortest grammar-based compressionΓ((Xi)
n
i=1) of the

text (Xi)
n
i=1. For the definitions of appropriate local grammar encoders see

Dębowski (2009b). The bound in Theorem 1 is given only for the expectation
of the vocabulary size and it holds only for certain kinds of grammar-based
codes. The codes that are good are closer to the ideas of de Marcken (1996)
than to the ideas of Kieffer and Yang (2000).
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3 An example of a process

In the following we shall construct an example of a process towhich Theo-
rem 1 can be applied. According to this proposition, we obtain (4) if the process
(Xi)i∈Z satisfies four conditions:

(a) (Xi)i∈Z is a process over a finite alphabetX,
(b) (Xi)i∈Z is stationary,
(c) (Xi)i∈Z has finite energy, and
(d) (Xi)i∈Z is strongly nonergodic and (3) is true.

We shall exhibit a very simple example of a stochastic process that satisfies
these conditions. Although this example cannot be called a realistic stochas-
tic model of texts in natural language, it can be given an intriguing linguistic
reading.

First, observe the following. Properties (b)–(d), but not (a), are satisfied by
the process(Si)i∈Z introduced below, if we putα = β−1:

Example 1
Let (Si)i∈Z be a stochastic process where variables

Si = (Ki ,ZKi ) (5)

assume values from an infinite alphabetN×{0,1}, variablesKi and Zk are
probabilistically independent,Ki are distributed according to a power law,

P(Ki = k) = k−α/ζ (α), α > 1, ζ (α) :=
∞

∑
k=1

k−α , (6)

andZk are equidistributed,P(Zk = z) = 1/2, z∈ {0,1}.

VariablesSi = (Ki ,ZKi ) can be given some formal semantic interpretation.
Imagine that(Si)i∈Z is a sequence of consecutive statements extracted from
a random collection of texts which describe the random stateof affairs(Zk)k∈N

at random but consistently. Each statementSi = (k,z) asserts that the value of
a randomk-th bit of the state of affairs isz, i.e., it affirms thatZk = z in such way
that both the bit addressk and its valuezcan be identified. Logical consistency
of the description is reflected in the following property: Iftwo statementsSi =
(k,z) andSj = (k′,z′) happen to describe bits of the same address (k = k′) then
they always assert the same bit value (z= z′).

We supposed that a suitable process over a finite alphabet canbe con-
structed as the stationary mean of a certain encoding of the process(Si)i∈Z.
The role of this encoding is to represent abstract statements Si as stringsf (Si)
which consist of lettersXi . The following proposition has been proved:
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Theorem 2
Let µ = P((Si)i∈Z ∈ ·) be the distribution of the process given by (5)–(6) and
putX = {0,1,�}. Consider a coding functionf : N×{0,1} 7→ X

+ given as

f (k,z) = b(k)z�, (7)

whereb(k)∈{0,1}+ is the binary representation of a natural numberk stripped
of the initial digit1. The process(Xi)i∈Z distributed according to the stationary

meanP((Xi)i∈Z ∈ ·) = µ ◦ ( f Z)
−1 satisfies conditions (a)–(d) forα = β−1 and

ζ (α) > 4 (i.e., forβ > 0.7728. . .).

Notationµ ◦
(

f Z
)−1

denotes the measure of the process

. . .�b(K−1)ZK−1�b(K0)ZK0�.b(K1)ZK1�b(K2)ZK2� . . . , (8)

where the coded statementsb(Ki)ZKi are separated by symbols�. Measure

µ ◦ ( f Z)
−1 is the stationary mean of that measure (cf. Gray and Kieffer 1980).

Informally speaking, we obtain the sequence. . .X−1X0.X1X2 . . . by shifting the
sequence (8) with a certain random shift. Because of the separators�, there is
no problem in reading the addressesKi and the values ofZk from the shifted
sequence. The constraintζ (β−1) > 4 comes from satisfying the condition (c).

4 Conclusion

According to our theoretical results, the vocabulary size of certain grammar-
based compressions provides an upper bound on the total amount of informa-
tion repetitively expressed in the text, if we follow the compression procedures
by de Marcken (1996) rather than those by Kieffer and Yang (2000). However,
the preliminary experimental data by Dębowski (2007) indicate a stronger rela-
tionship. Namely, the number of distinct nonterminal symbols in de Marcken’s
compressions of texts in natural language is several orderslarger than in simi-
lar compressions of monkey-typing texts. It appears that the vocabulary size of
de Marcken’s style of grammar-based compression can be actually used to dis-
criminate between texts that convey different amounts of repeated information.
The plausibility of this conjecture should be investigatedsystematically in an
experimental way.
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Modeling word length frequencies by the
Singh-Poisson distribution

Gordana Ðuraš, Ernst Stadlober

1 Introduction

Throughout history the problem of modeling the distribution of word length
was not only the interest of linguists, but also of scientists from other areas
such as physics, mathematics and statistics. In 1851 the English mathematician
and logician Augustus De Morgan was the first to point out the relevance of
the length of a linguistic unit. He mentioned word length as apossible style
characteristic which may be helpful as an indicator in determining authorship
(cf. Lord 1958). Several other scientists have dealt with the same topic counting
even the frequency with which words of a given length occur ina text. Using
preferably graphical methods to represent the results obtained, they noticed
that the word length is not only influenced by the individual style of an author,
as De Morgan stated, but may also depend on other factors suchas genre.

With regard to word length studies, the first probability model was con-
structed in the 1940s. Observing the distribution of word length measured in
the number of syllables, S.G.Čebanov, a Russian military doctor, found the
Poisson distribution to be the most appropriate general model for the Indo-
European group of languages (cf. Best 2001, 2005: 261, Grzybek 2006: 26). In-
dependently, the German physicist Wilhelm Fucks (1955, 1956a, 1956b) came
to a similar conclusion. He aimed at a mathematical description of word forma-
tion through syllables by introducing a mixture of Poisson probabilities, known
as Fucks’ Generalized Poisson distribution, where the Poisson distribution is a
special case of this general distribution model (cf. Fucks 1956a, 1956c). Under
particular conditions also the Dacey-Poisson distribution can be derived as a
two-parameter special case of the proposal of Fucks (cf. Antić et al. 2005).

An intensive examination of word length began with Grotjahn’s (1982)
modification of Fucks’ approach. He introduced mixtures of distributions where
the parameter of the Poisson distribution is considered as arandom variable
following the gamma distribution. The resulting marginal model is the well-
known negative binomial distribution and provides a good fit, at least for Ger-
man texts.

Since the texts studied contained no zero-syllable words,1-displaced ver-
sions of the models mentioned above became relevant for further analysis.
Trying to figure out under which empirical conditions 1-displaced Poisson
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models may be adequate for word length frequencies, Grotjahn (1982: 53)
proposed considering the index of dispersion (i.e., the variance to mean ra-
tio) δ = σ2/(µ −1) and estimated it by the empirical valued = s2/(x̄−1).
Since the 1-displaced Poisson distribution hasδ = 1, this model provides ad-
equate fit only for empirical samples withd ≈ 1, i.e. for count data where
the sample mean−1 is near to the sample variance. However, quite frequently
count data are over-dispersed (d > 1) or under-dispersed (d < 1). Following
Grotjahn’s approach, it is obvious thatδ > 1 holds for the 1-displaced nega-
tive binomial models andδ ≤ 1 for 1-displaced Dacey-Poisson distributions.
This means that negative binomial distributions are likelyto be adequate for
empirical samples with over-dispersion, while Dacey-Poisson models are suit-
able in case of under-dispersion. As to the problem of Poisson over-dispersion
many models have been suggested in the literature using mixtures of Poisson
distributions and Poisson-stopped-sum distributions (cf. Johnson et al. 2005).
Contrary to this, under-dispersion has been given much lessattention in the
literature.

In this paper, our aim is rather to find a general model for wordlength
frequency distributions that covers the wholed range. The model should be
unique for all texts under study and should have at most two parameters. There-
fore, we propose the Singh-Poisson model which is applicable to count data
with over-dispersion, equi-dispersion and under-dispersion. In Section 2 the
frequency distribution of word length is introduced. Section 3 gives an overview
of data used in this paper. The definition and main propertiesof the Singh-
Poisson model are given in Section 4. Section 5 discusses theestimation of
Singh-Poisson parameters by three different methods. In Section 6 the perfor-
mance of the estimation procedures is evaluated by a simulation study. The
goodness of fit and discrepancy indexC for verifying appropriateness of the
Singh-Poisson model are examined in Section 7. Finally, in Section 8, the
Singh-Poisson model is applied to 120 Slovenian texts selected. Section 9 sum-
marize the results of the study.

2 Word length frequency distribution

Let w1,w2, . . . ,wn denote different words in a linguistic text of sizen, where
wj refers to the j -th word in the text. The length of the wordwj , denoted
by l(wj ) is measured by the number of syllables per word consistent with the
principles of automatic text analysis developed in the framework of the Graz
project on quantitative text analysis (cf. Antić et al. 2006). In the process of
automatically counting word lengths each text is submittedto certain tagging
procedures, as for example treatment of titles, subtitles,numbers, etc.1 Ac-
cording to this principles zero-syllable words as a part of the subsequent word

1. For further details as to tagging procedures seehttp://www-gewi.uni-graz.at/quanta.
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do not exist as a separate word class, rather they are “lost” in the process of
word length determination. Therefore, a certain linguistic text can be seen as
a collection of one, two, three, or maximallyk syllable words. By counting
the number of words of the same lengthl(wj ) = i, i = 1, . . . ,k, we observe
frequency fi with which words of a certain lengthi appear in a given text.
The number of elementsfi that belong to the same frequency classi is called
‘absolute frequencies’. Relative frequencies, denoted bypi , are calculated as
fi/n. The total number of words in a given text (text length),n, the absolute
frequencies,fi and the relative frequencies,pi , are related through∑k

i=1 fi = n
and ∑k

i=1 pi = 1. Collecting the words of the same length into one class leads
to the frequency distribution of the word length or frequency distribution of i -
syllable words. The random variableX denotes hereby the number of syllables
per word and has the range{1,2, . . . ,k}. According to the fact that we have to
deal with words that have at least one syllable, the model considered will be
1-displaced.

3 Data base of the study

The 120 Slovenian texts which serve as a basis for this study represent four dif-
ferent text types (journalistic, poems, private letters and prose), thirty texts of
each text type being analyzed.2 These texts have been systematically selected
based on findings from recent word length studies published elsewhere (cf. An-
tić et al. 2006). Table 1 represents the composition of the sample with the two
characteristic statistical measures, mean word length (¯x) and sample variance
(s2 ).

Table 1:Overview of 120 Slovenian texts

Author Text type Amount ¯x s2

min max min max
JournalDelo Journalistic 30 2.05 2.46 1.22 1.96
S. Gregořcić, V. Vodnik Poems 30 1.48 1.90 0.37 0.84
I. Cankar Private letters 30 1.72 1.98 0.78 0.98
I. Cankar Prose 30 1.73 1.98 0.70 1.04

Although not very different with respect to mean word lengthand sample
variance, prose texts seem to be more dispersed than privateletters regarding
text length as Figure 1a clearly shows. Evidently, the shortest are the poems,
followed by journalistic texts. Figure 1b shows the resultsof plotting sample

2. The text basis of this study is part of the text data base developed in the Graz research project
“Word Length Frequencies in Slavic Texts”, mentioned above.
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mean versus sample variance for all 120 Slovenian texts. Thesolid black line
is the Poisson reference line where equality of mean -1 and variance is present.
Obviously, all journalistic texts lie above the Poisson line, private letters and
prose texts above and below this line, while most of the poemslie below the
Poisson line. Being aware of this fact and based on Grotjahn’s (1982) findings,
we calculated the index of dispersion,d, for each of the 120 texts under study.
It turned out thatd > 1 for all 30 journalistic texts. 27 out of 30 poems had
d < 1, while in the case of private letters and prose texts all three possibilities
for d were observed.
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Figure 1: Differences regarding text type for 120 Slovenian texts

In searching for a suitable model for the word length frequency distribution
of our sampled texts that covers the wholed range and has only two parame-
ters, we found the Singh-Poisson model as the most appropriate one.

4 The Singh-Poisson model

The Singh-Poisson (S-P) distribution is a simple alternative to the Poisson dis-
tribution applicable in situations where the observed count data haved 6= 1
indicating that there is some deviation from the Poisson distribution. The S-P
distribution is a special case of a finite mixture, known alsoas zero-modified
Poisson distribution where the Poisson distribution is combined with a one-
point (degenerate) distribution concentrated at zero (cf.Johnson et al. 2005:
351). It has two parameters denoted byα and θ . An important feature of the
S-P distribution is its ability to model both over- and under-dispersion. More-
over, forα = 1 the S-P distribution reduces to the standard Poisson distribution
with parameterθ , the equi-dispersed case.
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In its 1-displaced form, the probability mass function of a discrete random
variableX having S-P distribution is given by

πx(x|α,θ ) = P(X = x) =

{

1−α + αe−θ , x = 1
αθ x−1e−θ /(x−1)!, x = 2,3, . . .

(1)

where whereθ > 0 and 0< α ≤ αmax = 1/(1−e−θ). Here,αmax denotes the
maximal possible value ofα for given θ > 0. As long as 0< α < 1, the
probability P(X = 1) is greater thane−θ , the 1-displaced Poisson probability
at one and hence we have anexcess of onescompared to the parent 1-displaced
Poisson distribution. The higher proportion of ones (one-inflation) results in a
reduction of the remaining frequencies by a corresponding amount. For 1<
α ≤ αmax there is one-deflation (cf. Table 2 and 3).

The first two moments of the distribution (1) are E(X) = 1 + αθ and
var(X) = αθ (1+ θ −αθ ). The parameterα measures dispersion and hence
tunes the type of the distribution. Justification is based onthe index of disper-
sion, δ , given by

δ =
var(X)

E(X)−1
=

αθ (θ +1−αθ )

αθ
= 1+ θ (1−α) . (2)

Clearly, under-dispersion or over-dispersion is governedonly by parameter
α, asθ is positive. Obviously, forα = 1 there is equi-dispersion (δ = 1). For
0< α < 1, δ is strictly greater then 1 and we have over-dispersion with respect
to Poisson variation. The degree of over-dispersion increases asα decreases
to zero. Whenα increases from 1 toαmax the distribution becomes under-
dispersed. Forα = αmax we haveδ = 1− θ/(eθ −1) < 1, which is obtained
whenP(X = 1) = 0, i.e. when the first probability class disappears (cf. Table 2
and 3).

Table 2: 1-displaced case: Singh-Poisson vs. Poisson probabilities (θ = 0.8)

θ = 0.8 π1 π2 π3 π4 π5 ≥ π6

α = 0.1 0.945 0.036 0.014 0.004 0.001 0.000
α = 0.9 0.504 0.324 0.129 0.035 0.007 0.001

Poisson 0.449 0.360 0.144 0.038 0.008 0.002

α = 1.1 0.394 0.395 0.158 0.042 0.008 0.003
αmax = 1.82 0.009 0.647 0.259 0.069 0.014 0.002

In Tables 2 and 3 the probabilities of the 1-displaced S-P distribution are
compared to those of the 1-displaced Poisson distribution for θ = 0.8 andθ =
1.4, respectively. Asα is coming closer to zero, the higher is the proportion
of ones in S-P compared to the Poisson case, while decreasingall remaining
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frequencies. The degree of over-dispersion decreases asα approaches 1, also
evident in the proportion of ones, which are now much closer to the Poisson
probabilities. As soon as the parameterα is between 1 andαmax we have one-
deflation in the S-P which causes higher frequencies in the remaining classes
compared to the Poisson case.

Table 3: 1-displaced case: Singh-Poisson vs. Poisson probabilities (θ = 1.4)

θ = 1.4 π1 π2 π3 π4 π5 ≥ π6

α = 0.1 0.925 0.035 0.024 0.011 0.004 0.001
α = 0.9 0.322 0.311 0.217 0.101 0.036 0.013

Poisson 0.247 0.345 0.242 0.113 0.039 0.014

α = 1.1 0.171 0.380 0.266 0.124 0.043 0.016
αmax = 1.33 0.021 0.449 0.314 0.147 0.051 0.018

5 Parameter estimation

In this section the three most common methods for finding estimators are dis-
cussed: method of moments (MM), maximum likelihood (ML) method and
estimation based on sample mean and first frequency class (FF).

5.1 Estimation by method of moments

This method yields almost always some sort of estimates, provided the the-
oretical moments exist. By equatingµ = 1+ αθ , the theoretical mean and
µ(2) = 2αθ + αθ 2, the second theoretical factorial moment, to their empirical

counterparts ¯x = 1
n ∑k

i=1 i f i and m(2) = 1
n ∑k

i=1 i(i −1) fi, respectively, one gets
simple MM estimates of the parametersα andθ as

α̂MM =
x̄−1

θ̂MM

and θ̂MM =
m(2)

x̄−1
−2.

5.2 Estimation by maximum likelihood

Consider a random sample of sizen from a population with probability mass
function πi(i|Θ) = PΘ(X = i). Let fi denote the observed frequency of class
i such that∑k

i=1 fi = n, wherek is the largest frequency class. The ML esti-
mator of parameter vectorΘ = (θ1,θ2, . . . ,θm) is the value that maximizes the
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likelihood functionL(Θ| f1, . . . , fk) given by

L(Θ| f1, . . . , fk) =
k

∏
i=1

[PΘ(X = i)] fi .

Hence, the log-likelihood functionℓ(Θ| f1, . . . , fk) = logL(Θ| f1, . . . , fk) is

ℓ(Θ| f1, . . . , fk) = f1 logPΘ(X = 1)+
k

∑
i=2

fi logPΘ(X = i) . (3)

Since in our caseΘ = (α,θ ), equation (3) consequently results in

ℓ(α,θ | fi)= f1 log(1−α + αe−θ )+
k

∑
i=2

fi [logα +(i −1) logθ −θ − log(i −1)!] .

The score equations are obtained by equating the partial derivatives ofℓ(α,θ | fi)
with respect to the parametersα andθ to zero. These equations are given by

∂ℓ(α,θ | fi)
∂α

=
(e−θ −1) f1

1−α + αe−θ +
1
α

k

∑
i=2

fi = 0 , (4)

∂ℓ(α,θ | fi)
∂θ

=
−αe−θ f1

1−α + αe−θ +
1
θ

k

∑
i=2

fi(i −1−θ ) = 0. (5)

After a few algebraic simplifications we obtain the ML estimator θ̂ML of pa-
rameterθ as a solution of the transcendental equation

θ̂(n− f1)
n(x̄−1)

+e−θ̂ −1 = 0.

After solving equation (4) forα, the resulting ML estimator̂αML of parameter
α is

α̂ML =
n− f1

n(1−e−θ̂ML )
.

5.3 Estimation based on sample mean and first frequency class

This method is useful for situations in which the frequency of the first class in
the sample is much larger than the other frequency classes orif the graph of
the sample distribution is approximatelyL-shaped (cf. Anscombe 1950). The
approach is to equate the sample mean ¯x and the relative frequency of the first
class f1/n to the population meanµ = 1+ αθ and the probability of the first
classπ1 = 1−α +αe−θ , respectively, in order to give more weight to this large
frequency class. After some algebra, it can be shown that thecorresponding
parameter estimateŝαFF and θ̂FF are identical to the ML estimateŝαML and
θ̂ML given in Section 5.2.
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6 A simulation study

To investigate the behavior of the Singh-Poisson model we performed a simula-
tion study where all three situations were taken into account: (i) over-dispersion
(δ > 1), (ii) equi-dispersion (δ = 1), (iii) under-dispersion (δ < 1). As model
parameters we choose (i)(α,θ ) = (0.82,1.58), (ii) (α,θ ) = (0.92,0.91) and
(iii) (α,θ ) = (1.14,0.63). These choices coincide with the ML estimates of
each text aggregation for journalistic texts, private letters (i.e. prose) and po-
ems, respectively in order to getrepresentative textsof each text type. For each
of the three situationsM = 500 Monte Carlo samples of sizen = 500 and
n = 1000 are drawn. To generate S-P random variates we apply the inversion
method (cf. Stadlober 1989: 7ff.) where the probabilities of the S-P distribu-
tion are computed usingπ1 = 1−α + αe−θ , π2 = αθe−θ and the recurrence
formula

πx =
θ

x−1
πx−1 for x≥ 3.

The whole procedure was implemented by the public domain softwareR. For
both sample sizesn = 500 andn = 1000 the results of the simulation study
are summarized in Table 4. For each of the three data situations MM and ML
estimates have been calculated. The corresponding mean values ofM = 500
estimated parameterŝα and θ̂ are displayed in the second and fourth column
of Table 4. For both sample sizes, we observed similar results, independently of
the estimation procedure applied. However, the standard errors of the estimated
parameters are smaller for ML estimates and decrease with increasing sample
size.

Table 4:Estimation results for over-, equi- and under-dispersed data situations

(α,θ ) = (0.82,1.58)
δ > 1 (ᾱMM ; θ̄MM ) (seᾱMM ; seθ̄MM

) (ᾱML ; θ̄ML ) (seᾱML ; seθ̄ML
)

n = 500 (0.824;1.579) (0.041;0.098) (0.822;1.581) (0.034;0.083)
n = 1000 (0.823;1.578) (0.029;0.067) (0.821;1.579) (0.022;0.059)

(α,θ ) = (0.92,0.91)
δ = 1 (ᾱMM ; θ̄MM ) (seᾱMM ; seθ̄MM

) (ᾱML ; θ̄ML ) (seᾱML ; seθ̄ML
)

n = 500 (0.925;0.909) (0.070;0.079) (0.924;0.909) (0.061;0.070)
n = 1000 (0.923;0.910) (0.048;0.057) (0.921;0.911) (0.042;0.051)

(α,θ ) = (1.14,0.63)
δ < 1 (ᾱMM ; θ̄MM ) (seᾱMM ; seθ̄MM

) (ᾱML ; θ̄ML ) (seᾱML ; seθ̄ML
)

n = 500 (1.155;0.627) (0.103;0.066) (1.150;0.629) (0.094;0.062)
n = 1000 (1.152;0.625) (0.075;0.047) (1.148;0.627) (0.068;0.044)
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7 Goodness of fit

Whenever count data are considered and one wants to test the fit of a certain
model, the standard procedure is to compare the expected frequencies with the
observed frequencies. This means testing the null hypothesis

H0 : pi = πi(Θ), i = 1,2, . . . ,k

that the observed frequency distribution is consistent with a particular theoret-
ical distribution. For that purpose we calculate Pearson’schi square test statis-
tics

X2 =
k

∑
i=i

( fi −nπi(Θ))2

nπi(Θ)

and reject the null hypothesis whenever the value ofX2 is large (within the
critical region of the test).

Here, Θ = (α,θ ) and π = (π1,π2, . . .πk) denotes the hypothesized S-P
probability vector. The probability of the greatest word length class,πk, is cal-
culated as 1 minus the sum of all remaining classes, since there are no infinitely
long words in language. However, the goodness of fit test has the disadvan-
tage that it indicates only a statistical significance of a possible deviation from
the model, but not the order of the departure. Hence, a directcomparison of
goodness of fit values in the case of different sample sizes may be misleading.
To avoid this problem we suggest instead the standardized discrepancy index
C = X2/n. Based on empirical investigations, we consider the fit of the model
(a) as extremely good ifC ≤ 0.01, (b) as good if 0.01< C ≤ 0.02 and (c) as
acceptable if 0.02< C≤ 0.05.

8 Application to Slovenian texts

The results of fitting the Singh-Poisson model to 120 Slovenian texts are given
in Figure 2a. The solid black line in the graphic is the reference boundC =
0.02, while the dashed line refers toC = 0.05. Obviously, the S-P model pro-
vides a good fit for the majority of the texts. It seems not to beappropriate just
for the three poems of Gregorčić, which are indeed short texts. It would be in-
teresting to study if and how goodness of fit may be influenced by text length,
and in particular to consider the characteristics of short texts.

For all 120 Slovenian texts ML estimates of both parameters were com-
puted and each pair of parameters( α̂ML , θ̂ML ) was plotted versus the corre-
sponding text, as shown in Figure 2b. The estimated parameters α̂ML are rep-
resented by circles, while estimated parametersθ̂ML are signified by triangles.
It is evident that each group of texts leads to a different pattern of parame-
ters. In case of private letters both parameters are very close to each other, the
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same holds for prose texts although reversed in respect to the order. In contrast
to this, in journalistic texts and poems parameters are quite distant from each
other. Theα̂ML outlier in Figure 2b refers to Gregorčić’s poem “Njega ni”. This
text has only 106 words,̂αML = 2.34 andθ̂ML = 0.3 (αmax = 3.88). However,
theC value of 0.0002 indicates here rather an extremely good fit.
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Figure 2: Results of fitting Singh-Poisson model to 120 Slovenian texts

9 Summary

The Singh-Poisson model with the two parametersα and θ is a simple gen-
eralization of the Poisson distribution with parameterθ . The new parameter
α tunes the type of dispersion. It allows the modeling of under-dispersion
(1 < α ≤ αmax), equi-dispersion (Poisson caseα = 1) and over-dispersion (0<
α < 1). The estimation relies on maximum likelihood which leadsin case of
the Singh-Poisson distribution to the same estimates as themethod based on
the sample mean and the first frequency class. The proposed model offers a
unified approach for all cases of under-, equi- and over-dispersion. In a simu-
lation study we demonstrated the usefulness of the parameter estimates under
three data-driven dispersion scenarios. Finally, the Singh-Poisson model is ap-
plied to 120 Slovenian texts and in all cases we obtained reasonable and stable
estimates.
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How do I know if I am right? Checking quantitative
hypotheses

Sheila Embleton, Dorin Uritescu, Eric S. Wheeler

1 Introduction

When we obtain a quantitative result in language study, there is always the
nagging doubt that perhaps the technique (usually something fairly sophisti-
cated) may have obscured the real nature of language. This isparticularly so for
someone more trained in language than statistics, but to some extent it should
be everyone’s concern. It is all too easy to accept the (oftenunstated) assump-
tions of a chosen technique without seeing how well they apply to the subject
at hand.

In our use of Multidimensional Scaling (MDS) applied to geolinguistic
data, we have been asked to justify the selection and completeness of our data –
a fair question. After all, perhaps a little more (or less) data could give a quite
different MDS analysis. We have tried to respond to this request with a small
study of the stability of the MDS technique (Embleton et al. 2009). In it, we
were able to show that the technique was “stable”: a small change in the data
(whether by choice or accident) would have minimal impact onthe resulting
MDS map. However, we also discovered in our study of dialect variation in
the North-West region of Romania (Embleton et al. 2007, 2008) that the MDS
technique did not demonstrate the range and type of variation that was com-
monly accepted as existing in that area. Sub-regions that were supposed to be
quite distinct turned out not to be so, although some of the expected distinc-
tions were clearly there. The existence of the conflicting view made us think
more deeply about what the MDS technique (and the alternative) was actually
measuring, and this has led us to propose a new concept of dialect variation.

The lesson we draw from these experiences is a simple one: it pays to have
multiple approaches to a result, and it is wise not to accept the conclusions
of any analysis, especially when the technique is quantitatively sophisticated,
unless there is a methodologically independent way of getting the same answer.
It may not be just a question of whether or not the mathematicswas done
correctly, but more importantly, whether our understanding of the results is
appropriate.
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2 Background

The Romanian Online Dialect Atlas (RODA) is a digitalized form of the first
two volumes of a dialect atlas of North-West Romania (Stan and Uritescu 1996,
2003) and consists of software that permits the user to select files, search for
patterns, view the search results, count the occurrences ofa pattern by location
and view the results as a map, create interpretive maps, hearsamples of the
data, and apply analytic tools to the data.

Our first analytic tool uses multidimensional scaling (MDS), a statistical
technique for viewing a large number of relationships as a two-dimensional
picture. We measure the linguistic similarity of all pairs of locations in our
data set; the result is a 120-dimensional space in which eachlocation is ex-
actly its linguistic distance from every other location. But to visualize such a
data structure, we apply MDS to produce a two-dimensional picture (a kind of
“shadow” of the actual data structure) that displays the original relationships
as closely as possible.

3 The stability of MDS

When we presented the results of some of our MDS analyses, we got questions
about what would happen if the underlying data set had been more selective
(e.g. had included only phonological data), or if the data set had errors or edi-
torial judgements that others might question. What happenswhen the data set
changes even a little? Does the MDS picture change dramatically?

In a simulation of such a situation (Embleton et al. 2009), welooked at
randomly selected subsets of the underlying data, and compared the resulting
distance matrices (the input to the MDS procedure). We used 10 test runs at
each level ranging from 98% to 10% of the original data. Therewas some vari-
ation among the 10 test runs at each level, and we took the variation between
the extremes as a measure of variation for that test level. Asexpected, the vari-
ation at each level was greater as the percentage of the original data decreased.
However, the difference between the 100% case (the one picture that used all
the data) and any of the test cases was always much less than the variation at
that test case level.

In other words, the 100% picture was always a close representation of the
other pictures. Our interpretation is that small changes toan MDS data set will
not change the picture dramatically, and that we do not need to worry about
potential data errors, or editorial changes altering the picture dramatically. It
is possible that data selected according to some purpose such as a theoretical
principle will have a distinct picture, but even then, it will have some resem-
blance to the full picture.
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Our doubts about the “correctness” of our work, then, have been allayed by
approaching the problem in a different way (in this case, a “simulation”) and
finding confirmation of what we originally expected.

4 The nature of dialect

A more challenging question for our work came when we compared our MDS
analysis of the total Romanian data with earlier analyses ofEnglish and Finnish.
The earlier analyses had shown that the dialect picture was close to the geo-
graphic map. That is, we saw distinct dialect areas, and the areas were arranged
more or less according to geography. Geographically compact areas were also
linguistically homogeneous. Where geography did not matchlinguistics, there
was usually some reasonable explanation.

Figure 1: MDS picture of all data with a geographic map in the inset

But, the situation with the Romanian data was different. In our MDS anal-
ysis of the total data set (see Figure 1), we found that there were indeed two re-
gions in the south that were linguistically distinct (as expected). The remaining
dialect areas, however, were not distinct. Not only did mostareas mix together
what we anticipated would be separate dialect regions basedon geography and
traditional analysis, but also areas that we expected to be homogeneous were
not. In particular, the region of Oaş in the far north of our area is in an isolated
mountain valley; we expected it to be distinct from the rest of our area. In the
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linguistic picture, it showed up as two areas, separated linguistically from one
another by locations from further south.

However, in addition to our full data set, we have a collection of interpretive
maps. Each interpretive map reflects the judgement of a trained scholar looking
at a particular set of data. The interpretive map shows whichdialect features
are or are not present. When we run our MDS procedure on a largeset of inter-
pretive maps (237 in total), and on subsets reflecting phonology, morphology
or lexicon, the MDS pictures show distinct dialect areas more clearly, and are
more in line with the expected analysis of the data (see Figure 2). Note that the
Finnish and English data was also of this interpretive type.

Figure 2: MDS picture of 237 interpretive maps, with a geographic map in the inset

So, which picture is correct? Unlike the stability of MDS, this question
does not have a simple answer. On the one hand, we can argue that every piece
of data is important, and that all of it should be considered in any quantitative
analysis. If some of the data suggests a dialect division andsome not, perhaps
the two balance one another out. On the other hand, we can argue that there
are some kinds of evidence that are more important than others, and that an
educated and well-considered selection of data is more valuable for our un-
derstanding than a “brute-force” tallying of everything. But such a view can
also be seen as “circular reasoning” in which we find distinctions because we
selected only the data elements that show the distinctions.

Our response to this dilemma has been to say that the concept of dialect
is more complex than simply dividing the geographic landscape between the
“have”s and the “have-not”s. In a proposal made recently (Embleton, Uritescu
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and Wheeler 2008c), we have suggested that there are a multitude of views
possible for any dialect situation:

– At ground level, every linguistic pattern that can be used as a RODA
search string will generate a dialect picture. For example,the alternation
between /t/ and /ty/ gives a dialect picture; /s/ and /sy/ gives another;
“pail” and “bucket” yet another. There are innumerable possibilities here.

– By some linguistic theory or other, ground level pictures can be ag-
gregated, for example into a more general “phonological”, “lexical” or
“morphological” pattern. In a different sense, there are also innumerable
possibilities here, because of the many choices of theory.

– There is conceivably one or more “top” level views that use as much data
as possible.

Furthermore, there is a quantitative element to each picture because we
count the number of occurrences of the pattern at each location. Thus, there
is a picture for each chosen threshold for a dialect feature.In addition, for
some of the patterns, there can be a quantitative element related to qualitative
decisions, e.g. when is a vowel simply a “raised” variant of another vowel,
versus a “different” vowel? There is no fixed answer to these questions. It is
merely a case of having more parameters to consider, each choice providing a
different “view” of the underlying dialect situation.

One imagines that a dialect situation is like a piece of marble, with dark
and light bands running through it. Which pattern one sees will depend on
where and how you slice into the marble. Of special interest are the bands that
are persistently there in most or all slices. Some of the divisions will reflect
real differences in the social and geographic structure of the area: for example,
a syntactic innovation that spreads but does not cross a phonological dialect
boundary could be reflecting a real social divide. Or, a set oflexical boundaries
that are still transparent to phonological and morphological innovations may
simply reflect an accident of history, and the boundary may nolonger be real.
It is the challenge of teasing out all the possibilities thatmakes it useful to think
of a multifaceted “dialect situation”, and each dialect mapas a selected “view”
of the underlying dialect situation.

5 Lesson learned

Quantitative analyses should and do raise doubts. Have I gotit right? Some of
the doubts can be settled by approaching the subject in a simulation, to actu-
ally “see” what is happening. By implementing the analysis this way, one gets
a logically consistent and executable version that one can explore. The explo-
rations can show not only the expert but also the interested non-expert what the
analysis says. In this way, we were able to convince ourselves that the MDS
method would not fall apart simply because of small changes in the source data



54 Sheila Embleton, Dorin Uritescu, Eric S. Wheeler

set. Some of the doubts will be more fundamental. Does this analysis really re-
flect what is happening in the real world? Why do the results not reflect our
earlier expectations? There may be no simple answer to thesequestions, but in
asking them, we may be led to a different perspective on our subject, and to the
recognition that our analyses are not wrong, but rather thatthey are innovative.
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Text difficulty and the Arens-Altmann law

Peter Grzybek

1 Introduction

The study of text difficulty is considered to be an important issue for many
branches of applied research. In the fields of journalism or education, for ex-
ample, it is particularly important to know if (or to what degree) a given text is
likely to cause difficulties for a recipient, or a group of recipients, i.e., if it is
likely to be on an adequate (intended) level of difficulty or beyond.

In order to achieve this goal, a specific line of text difficulty research has
developed over the last decades, beginning in the 1920s, which attempts to
combine linguistic analysis with informants’ ratings of text difficulty.1 Text
difficulty thus is a double-faced kind of empirical researchin two directions,
either of which may be emphasized in individual studies: it is text-based, on the
one hand, and informant-oriented, on the other. Due to this dual perspective, al-
ternative terms such as ‘text readability’2 or ‘text comprehensibility’ have been
used to refer to the related area(s) of research, the first term emphasizing the
predominantly written (rather than oral) basis of communication, the second
being broader in its understanding. Compared to these alternatives, ‘text diffi-
culty’ as a term primarily refers to the analysis of linguistic structures, aiming
at the identification and characterization of linguistic factors rendering a given
text more or less easily comprehensible to a given person (ora group of per-
sons), and at the (cor)relation of these structures to informants’ ratings about
text difficulty. Such a definition is in line with research from the last decades:
Klare (1963: 1), for example, understands this term as referring to “the ease
of understanding or comprehension due to the style of writing”, and DuBay
(2004: 3), more recently, has defined the overall aim of text difficulty research
as the study of “what makes some texts easier to read than others”.

Given this general orientation, research in this field, fromits beginnings on,
has continually tried to develop, modify and improve formulae to predict text
difficulty and, by way of it, prognose comprehension ability. This is to say that
attempts have been undertaken to develop measures of text difficulty, includ-
ing formulae which combine quantitative (or quantified) linguistic characteris-
tics in such a way that these characteristics serve as (possibly combined and

1. Informants may be either be recipients, mainly readers, or experts in the given field, such as
teachers, librarians, publishers, lecturers of publishing houses, etc.

2. ‘Text readability’ in turn should not be confused with ‘text legibility’ which concerns factors
such as typeface and layout of texts.
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specifically weighted) factors for an optimized predictionof text difficulty. In
the history of research3 starting in the early 1920s, a number of relevant phases
can be distinguished, in which researchers have tried to identify linguistic fac-
tors to be good indicators and predictors of text difficulty4. Early work as e.g.
by Lively and Pressey (1923) mainly concentrated on lexicalanalysis; here,
two major approaches can be distinguished: research concentrated on either
the (relative) number of different words in a given text5, or on references to
frequency lists.6 Subsequent work attempted to enlarge the linguistic spectrum
and identify further factors, guided by the principle «The more, the better»:
thus, authors like Gray and Leary (1935) already used a collection of 64 lin-
guistic variables. Later, possible interactions between different linguistic fac-
tors became focused, in order to arrive at higher levels of correlation between
attributed text difficulty and the combination of a set of linguistic variables.
In this direction, two important results were obtained: first, many linguistic
variables were highly intercorrelated, and second, an increase of the number
of linguistic variables did not generally raise the correlation coefficient. Since,
therefore, the use of more variables may be only minutely more accurate, but
much more difficult to measure and apply, the next step included the reduction
of variables and the identification of maximally predictivefactors.

As a consequence, many different formulae were developed over the fol-
lowing years; Klare (1981) noted there were over 200 published formulae to
measure text difficulty. All of these formulae have been developed by inductive-
empirical approaches, typical for research in this field. Most of these formu-
lae differ less as to the linguistic factors included, rather than how they are
weighted. Among those factors re-occuring most frequentlyin all these for-
mulae, are factors such as word frequency, amount of different words, average
sentence length, average word length, and others (cf. Amstad 1978: 48f.).

From the perspective of quantitative linguistics in general, and synergetic
linguistics, in detail, the high degree of relatedness between the various lin-
guistic factors is not surprising; after all, it is well-known that both frequency
and length characteristics of linguistic units on all analytical levels are closely

3. Since there are a number of informative surveys on this topic, this need not be presented here
in detail.

4. Klare (1963: 4), for example, has distinguished between four phases of development: ac-
cording to him, the early ‘pioneer phase’ (1921–1934) was followed be the development of
detailed (1934–1938), efficient (1938–1953) and specialized (1953ff.) formulae.

5. This approach is well-known today as the study of ‘lexicalrichness’, usually including some
kind of lexical type-token ratio. As we know today, there arequite a number of theoretical
problems with this approach as, e.g., the dependence of the type-token ratio on text length.
Additionally, it should be mentioned that in these early studies, no specific definition of ‘word’
has been used and, as a consequence, no distinction between ‘word’ and ‘word form’ (or
lemma) has been made.

6. The early studies were mainly based on E.L. Thorndike’s (1921, 1932), or Thorndike’s and
Lorge’s (1944) lexical frequency analyses; later studies rather referred to G.K. Zipf’s works
as a reference line, which are better known today.
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related and mutually interwoven. As a consequence, it is almost self-evident
that if text difficulty is to be measured by reference to linguistic characteristics,
it is sufficient to concentrate on only a few factors.

In this respect, the Flesch Reading Ease Index (REI), developed by Flesch
(1948) with regard to English texts, is probably the most quoted and one of the
easiest to apply. It is the result of a “simple” linear regression, i.e. combination
of the average word length (WoL) and average sentence length (SeL) of a given
text as the only two relevant factors (in addition to a constant):

REIengl = 206.835− (1.015·SeL)− (84.6·WoL) (1)

Although quite simple at first sight, this formula is still today considered
to be very efficient7and probably it is just due to its easy application that it is
continuing to be one of the most widely used to measure text difficulty. Last
not least, it is just the ambivalence between simplicity andefficiency of this
formula which has given rise to skepticism, partly motivated by the lack of the
formula’s theoretical foundation. In this context, the validity of this formula
has been generally called into question emphasizing the fact that “isolated lin-
guistic units” are no adequate means for measuring text difficulty.

This view contradicts, of course, the above-mentioned synergetic interre-
lations between linguistic units, the relevance of which for text difficulty re-
search have hardly ever been theoretically reflected in the whole research area.
Therefore Best (2006), in his critical analysis of this discussion, is fully cor-
rect in objecting and countering that there are no isolated units in language.
Particularly the word may be seen in the center of ‘horizontal’ and ‘vertical’
interrelations; as is well-documented, the word is part of acomplex control cir-
cuit, the most basic factors of which are word length, semantic complexity, co-
textuality, and word frequency (cf. Köhler and Altmann 1986: 261). Other rel-
evant elements of this self-regulating dynamic system are syllable/morpheme
length, clause length, sentence length, etc., and their respective frequencies.
The following schema illustrates some basic synergetic processes; it makes
clear that frequency and length characteristics of linguistic units stand in close
self-regulating relations:'

&

$

%

[FREQUENCY] SENTENCE LENGTH FREQUENCY

[�] � l
[FREQUENCY] CLAUSE / SYNTAGM LENGTH FREQUENCY

� � l
FREQUENCY WORD / L EXEME LENGTH FREQUENCY

l � � l
FREQUENCY SYLLABLE / M ORPHEME LENGTH FREQUENCY

l � � l
FREQUENCY PHONEME / GRAPHEME LENGTH FREQUENCY

7. In comparative studies, the Flesch formula has repeatedly turned out to be the most efficient
of those which need no word list (cf. Amstad 1978: 64).
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As a result, Best (2006) correctly concludes: “Readabilityformulae, based
on sentence and word length, indirectly measure substantially more than is
expressed in these formulae, due to the manifold interactions between linguis-
tic units.” This view contains, of course, no theoretical foundation as to the
question which specific factors influence text difficulty in what way or to what
degree; yet it offers a theoretically based post-hoc answerto the question why
the reduction to only a couple of seemingly elementary factors has made this
concept to have such a success story.

Notwithstanding this insight, there is a whole bunch of crucial questions
which continue to be unsolved. A major problem is the language-specific char-
acter of Flesch’sREI: as was pointed out above, formula (1) was originally
devoloped for English texts in the late 1940s. In later attempts to apply this for-
mula to other languages, it soon turned out that language-specific adaptations
were necessary, mainly due to the interest of having resultson a scale from 0
to 100 in each language. Thus, for example, for Dutch, French, Spanish, Ger-
man and Ukrainian the following adaptations were suggested8, all following
the general expressionREI = C−a ·WoL−b ·SeL:

REIdutch = 195− (0.66·WoL)− (2·SeL) , (1a)

REIf rench = 207− (73.6 ·WoL)− (1.015·SeL) , (1b)

REIgerman = 180− (58.5 ·WoL)−SeL, (1c)

REIspanish = 206.84− (77·WoL)− (0.93·SeL) , (1d)

REIukrainian = 206.84− (28.3 ·WoL)− (5.93·SeL) . (1e)

As can be seen, the language-specific differences between these formulae
consist in different weights forWoLandSeL, i.e. in different parameter values
for a andb. WoLandSeLthus represent two crucial factors in measuring text
difficulty across languages; yet, either their importance as separate factors, or
their specific interrelation (i.e., the relation betweenWoL and SeL), clearly
differs for individual languages.

Unfortunately, no systematic cross-linguistic studies are availabe which
might explain what causes, or motivates, the observed differences in weight-
ing. From a theoretical perspective, Best’s (2006) reference to the synergetic
specifics of language offers a good starting point for research in this direction.
In this context, particularly theWoL−SeLrelation has recently been studied in
detail, both from an inter-textual and intra-textual perspective; whereas the first
concentrates on relations within a given text (or groups of texts), the second
compares more than one textual object and studies the relation between them.
For both perspectives, law-like regularities have been postulated and demon-

8. Cf. Kandel and Moles (1958), Fernández Huerta (1959), Brouwer (1963), Amstad (1978),
Partiko (2001: 257).
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strated to exist. From anintra-textual perspective, we are concerned with the
Menzerath-Altmann law, relevant for the relation between a given construct
and its constituting components within a given text (notwithstanding the pos-
sibly intervening level of clauses coming into play, on an intermediary level
between sentence and word). As compared to this, theinter-textual relation
is covered by theArens-Altmann law, based on the calculation of the mean
length of words (¯x) and sentences (¯y) in a series of text samples, resulting in
two vectors of arithmetic means (x andy).

In order to gain insight into the specific roleSeLandWoL play for text
difficulty in the individual languages, it seems reasonable, therefore, to study
relevant data on the background of the Arens-Altmann law. Since such a sys-
tematical approach has never been undertaken before, a firstapproach into this
direction should start with one language only. But even withthis restricting fo-
cus, it is of utmost importance to pay due attention to yet another circumstance:
as recent analyses have shown (Grzybek et al. 2007, Grzybek and Stadlober
2007, Grzybek et al. 2008), bothWoLandSeLare not constant within a given
language (i.e., are not ‘typical’ of a given language as a whole); rather, they
differ for specific discourse types within a language. It seems likely that this
finding is also relevant for theWoL−SeLrelation, but this possibility, too, has
never been submitted to systematical reflection.

In the following analyses, these objectives shall be pursued, using German
language material, strictly controlling text type. Since the perspective should be
cross-linguistic right from the beginning, it seems reasonable to immediately
provide a meta basis adequate for comparison. In this respect, suggestions de-
veloped by Estonian scholar Tuldava in a series of articles (1993a,b), turn out
to be of utmost importance, since they contain a language-independent formula
of measuring text difficulty (TD), also based onWoLandSeL, only:

TD = WoL· ln(SeL) . (2)

This formula has remained rather unknown in the field of text difficulty
research. As a consequence, its efficiency has never been generally tested;
specifically, no systematic comparisons with Flesch’sREI or any one of its
language-specific adaptations have ever been undertaken. Tuldava himself ap-
plied his formula (2) to a sample of 20 German texts of different types (text
books, journalistic, literary prose, scientific). Comparing the results obtained
to Flesch’s originalREI formula (1), rather than to Amstad’s German adap-
tation (1c), Tuldava (1993a: 78) found a close rank correlation of ϕ = −0.97
between these two measures.9 Tuldava did not attempt to establish a detailed
regression equation, which would allow for the transformation of one measure
to the other.

9. As a re-analysis of his data shows, this correlation is highly significant (p < 0.001), with the
linear regressionTD∗ = 7.16−0.051·REI.
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If this result were confirmed on a broader basis of linguisticmaterial, this
would mean that Tuldava’s formula (2) could indeed serve as abasis for cross-
linguistic comparisons, for which no language-specific parameter estimations
would be needed. More importantly, this would be an important step in the
direction outlined above, both in practical and theoretical respects:

– From apractical point of view, the application of Tuldava’s parameter-
free formula would not only imply the option of measuring text difficulty
without knowlege of language-specific parameters (i.e., weights), but, in
addition to this, the results obtained might easily be transformed to fit
one of the ‘established’ Flesch measures mentioned above.

– From atheoreticalperspective, insight might be gained as to the question
howWoLandSeL, either as individual factors or as a complex combina-
tion in their self-regulating interrelation, influence text difficulty.

The detailed study of theWoL−SeLrelation is of utmost importance in
yet another respect for text difficulty research: IfWoLcan be characterized to
depend onSeL, as predicted by the Arens-Altmann law, then Tuldava’s for-
mula (2) might even be further reduced to one linguistic variable, only. At first
sight, it might be equally plausible to substitute either theWoLor theSeLvari-
able by the theoretical value to be expected according to theArens-Altmann
law; however, withWoLbeing the dependent variable, rather thanSeL, it seems
more appropriate to substitute theWoLvariable, the more since the latter dis-
plays much less variation thanSeLin a given text. In fact, the idea to substitute
WoLhas been brought forth by Tuldava (1993a), but it has never been empiri-
cally tested, due to insufficient research on the Arens law.

2 Analysis

As to appropriate data serving as material for our study, German texts anal-
ysed by Bamberger and Vanecek (1984) in their study on readability of school
texts seem to be adequate. The authors investigated the readability of 380 texts
from primary and lower secondary level textbooks; in detail, they analyzed 240
special texts [Sachtexte], and 120 literary prose texts foradults (i.e., youth liter-
ature). These texts were evaluated by an expert team according to their appro-
priateness for different school grades, each text being attributed to a particular
difficulty level (DL). The authors then applied a variety of readability formu-
lae, taking into account a large number of different linguistic factors which
were tested for different levels from grades four through twelve. The linguistic
characteristics of these factors are not relevant here; forour purposes, it may
suffice to say that among others, average values forWoLandSeLwere calcu-
lated for all texts, and these data shall serve for the subsequent re-analysis.

Figures 1a and 1b show the relation betweenWoLandSeLfor the 380 texts:
Figure 1a shows the original data points, in Figure 1b the latter are pooled in
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groups of ten each, in order to make the overall tendency appear more transpar-
ent. As can be seen, there is an obvious trend ofWoLto increase with increas-

(a) Unpooled data (b) Data pooled by 10

Figure 1: Dependence ofWoLonSeLfor 380 German texts from Bamberger and
Vanecek (1984)

ing SeL; this tendency is particularly clearly expressed in Figure1b. Accord-
ing to the Arens-Altmann law, this relation may be modeled bythe function
WoL= a ·SeLb: in fact, with parameter valuesa = 0.75 andb = 0.33, the fit
turns out to be very good (R2 = 0.95), as can also be seen from the regression
curve added in Figure 1b.

These findings are in accordance with the Arens-Altmann law and the hith-
erto undoubted assumption that, within a given language, theWoL-SeLrelation
on the inter-textual level can be modeled without distinction of text types. How-
ever, extending the data base of 380 texts by adding the above-mentioned 117
data sets from the original Arens (1965) study, analogically pooled by items of
ten each, radically changes this view. Figure 2 clearly shows that the literary
prose texts studied by Arens display the same overall trend of WoL increasing
with an increase ofSeL, but in a different way as compared to the schoolbook
texts. This finding asks for a differentiated analysis of allthree text types sep-
arately.

Figure 2 shows the resulting tendencies in detail: Quite obviously, there is
an increase ofWoLwith an increase ofSeLfor all three text types.
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Figure 2: Dependence ofWoLonSeLfor 497 German texts (data pooled by 10)

Yet, the kind of increase differs for each of them; this fact is corroborated
by the divergent parameter values, which are represented inTable 1.10

Table 1:Fitting results for three text types

Texts N a b R2

Youth literature 140 0.89 0.24 0.9956
Adult literature 117 1.23 0.11 0.9658
Special texts 240 0.69 0.37 0.9562

Summarizing, we can say that no simple substitution of either the WoL
or theSeLvariable is possible for Tuldava’sTD formula, since the relation
betweenSeLandWoL is not constant within a given language, but differs for
text types. It is a task for future research to find out which and how many text
types must be distinguished in this respect; it seems to be reasonable, however,
to assume that we are concerned with the same kind of discourse types which
have been identified to be relevant for the discrimination ofdiscourse type on
the basis of ‘simple’WoLandSeLstudies (cf. Grzybek et al. 2005; Kelih et al.
2006).

10. Interestingly enough, youth literature and adult literature seem to follow an identical kind of
increase, though at different ends of the regression curve:joining the pooled data points for
the 257 literary texts in a common type of ‘literature’ results in a good fit (R2 = 0.92); in this
case, we obtain parameter values fora = 1.25 andb = 0.10, which come very close to those
adult literature. Nevertheless, the two literary text groups shall be treated separately in the
subsequent analyses.
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3 Text difficulty and text types

With these relations established, we can now come back to thequestion of
text difficulty, separately for each of the two text types (i.e., 120 texts from
youth literature and 240 special texts). Figures 3a and 3b present the results for
Amstad’s and Tuldava’s formulae (1c) and (2), respectively.

(a) TD according to Amstad formula (1c) (b) TD according to Tuldava formula (2)

Figure 3: Text difficulty (TD) for 380 German texts (pooled by 20)

An inspection of Figure 3 allows for a number of important observations:

1. As expected, there is a clear major tendency ofDL andTD being closely
correlated; this tendency holds for both formulae, though with opposite
directions. Ignoring text type specifics, the dependency isof clearly lin-
ear kind, with a high correlation coefficient ofr = 0.99 in both cases.

2. Whereas there seem to be clear differences in the kind of relation be-
tween word and sentence length for the two text types – at least this was
the result of the analyses discussed above (cf. Figure 2) –, the corre-
spondingTD values seem to follow a common tendency (notwithstand-
ing difficulty differences, of course). Obviously, particular text types
have their own specific mechanisms of rulingTD, which allows, as a
consequence, for a common analytical procedure. As long as no addi-
tional data change the picture, or further interpretationsare available, it
seems reasonable to consider the relation betweenDL andTD to be lin-
ear, across text types as well as within a given text type (with r > 0.97)
in all four cases). Still, it remains an open question whether or notTD
can be reasonably defined without taking into account text typological
specifics.

3. Regardless of possible text typological specifics, it turns out that, at
least for German, the language-independent measure forTD according
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Figure 4: Comparison of Amstad’sREI and Tuldava’sTD indices for text difficulty

to Tuldava’s formula (2) is equally efficient in predictingDL as is Am-
stad’s language-specific adaptation (1c) of Flesch’sREI to German, the
correlation between both measures being highly significant(r = 0.99).
Figure 4 shows the correlation between both measures, combined for
both text types, but with distinct marks. This confirms Tuldava’s above-
mentioned observations on a broader data basis; additionally, it is based
on the specific German adaptation of Flesch’sREI, rather than on the
original developed for English texts. In fact, both formulae turn out to
measure in principle the same, though on different scales; as a conse-
quence, they can be transformed one into the other. With regard to the
380 texts analyzed here, for example, the transformation from Tuldava’s
TD value to Amstad’s scale might be easily calculated by way of the
equationREIgerman∗ = 133.09− 15.24·TD; alternatively, the transfor-
mation from Amstad’s scale to Tuldava’s value can easily be achieved
by calculatingTD∗ = 8.68− 0.065·REIgerman. It goes without saying
that, before generally applying these transformations to German texts,
more text types must be studied, covering the whole textual spectrum. It
is highly probable that this will result in a more or less considerable mod-
ification of these transformational procedures; by way of a comparison,
the transformation from Flesch’s originalREI into Tuldava’sTD would
result in the equationTD∗ = 6.72−0.05·REI, which also slightly differs
from the figures given in footnote 9.
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4 Results and conclusions

A first major result of the present study is the finding that, atleast for German,
text difficulty can be measured without any language-specific adaptation. As
compared to Amstad’s German adaptation of Flesch’sREI, Tuldava’sTD pro-
vides practically the same exactness of predictability, practically without loss
of information. This finding is of relevance not only for German: if it can be
corroborated for further languages, no language-specific adaptations, and no
parameter estimations, will be necessary in future. Tuldava’s formula may be
considered to be universally valid; but this is a matter of boundary conditions
in the individual languages; at present, we have no idea as tothis point which
represents an interesting linguistic question in its own right, namely, to what
extent the formula works in which way (i.e., with which parameters) for which
languages.

A second major result is that possibly no text typological specifics need to
be taken into account when measuring text difficulty with Tuldava’sTD: Since
word length and sentence length are the only two characteristics taken into
consideration in this formula, their interrelation has been submitted to a de-
tailed analysis in this study. This analysis results in the observation that, within
a given language, text typological differences do exist, but might not play a
crucial role for measuringTD; rather, it seems possible thatTD is the result of
a language-intrinsic control mechanism, which allows for the application of a
common (unique) procedure in text difficulty analysis.

Given these overall results, a number of important tasks remain to be tack-
led by future research:

1. As compared to the history of text difficulty research, much more sys-
tematic study is necessary; this concerns both cross-linguistic compar-
isons and intra-lingual specifics of text types:

(a) Within a given language, attention must be paid to (the compara-
bility of) different text types; for each of them the specificrelation
between word and sentence length must be studied.

(b) As to cross-linguistic studies, the application of Tuldava’s formula
and its comparison with language-specific formulae seems tobe an
extremely promising way; in these inter-lingual comparisons too,
of course, due attention must be paid to text typology to compare
only like to like.

2. As suggested by Tuldava (1993a), the value for either wordlength or sen-
tence length may be substituted, theoretically, one for theother. A nec-
essary pre-condition for this substitution is, of course, knowledge about
the specific relation between word lengthand sentence length (be it for a
given language, in general, or for specific text groups, in particular). In
this respect, it has not been considered sufficiently thus far that, within
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a given language, this relation may differ across text types; therefore,
before such substitutions, much more systematic study on theWoL-SeL
relation along the Arens-Altmann law and its text type specific boundary
conditions is necessary.

3. Tuldava’s formula and its efficiency remain almost unexplained; it is ob-
vious that the logarithm included leads to a weight reduction of sentence
length, but for the time being, there is no explanation in sight why this
weight reduction should be logarithmic. It seems reasonable to assume
that controlling the relation between word and sentence length will yield
relevant insight into this question, the logarithm possibly turning out to
be but a good approximation. In any case, it would be desirable either to
strive for a theoretical explanation of the logarithmic weight or to replace
the logarithm by a parametric model, the parameters of which, in turn,
are then open to be interpreted.
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Parameter interpretation of the Menzerath law:
evidence from Serbian

Emmerich Kelih

1 Introduction

The law-like relation between word and syllable length as part of the Menzerath
law has been corrobated empirically in many different languages. As to South
Slavic languages, we have the studies by Gajić (1950) and Grzybek (1999) on
Croatian, and by Grzybek (2000) on Slovene. The aim of the present paper
is first of all to provide empirical evidence of the Menzerathlaw for another
South Slavic language, namely Serbian, distinguishing different text types in
our analysis. Second, a linguistic interpretation of the usually iteratively de-
rived parameters of the Menzerath law is offered. Furthermore it will be shown
that some parameters of the Menzerath law can be replaced by empirically
obtainable quantitative features.

2 Word and syllable length: theoretical background

The Menzerath law is one the most important insights of quantitative linguis-
tics – cf. Altmann (1980), Altmann and Schwibbe (1989), Hřebí̌cek (1990)
from recent years. It contains some law-like statements of interrelations be-
tween language constituents and their components, such as the relation be-
tween the sound duration and the syllable length, between the word and the
syllable length, between word and sentence length etc. In this paper special
attention is paid to the relation between word and syllable length. According
to the Menzerath law, it is expected that with increasing word length (WoL),
measured by the number of syllables, the mean syllable length (SyL), measured
in number of graphemes, phonemes or sounds, decreases. Mathematically this
can be expressed asSyL= a ·WoL−b. Usually the parametersa andb are de-
rived iteratively by means of statistical software. The meaning of these param-
eters is as follows: Parametera determines the shift on they-axis and can be
understood as the “starting value” of the fitting curve, while parameterb is re-
sponsible for the steepness and “speed” of the decrease of the curve. Before a
more detailed analysis of the parameters of the Menzerath law can be carried
out, the Serbian texts used and the behaviour of word and syllable length in
Serbian first have to be discussed.
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2.1 The Menzerath law in different text types

A corpus of Serbian texts of different text types and functional styles is used
for the analysis of word and syllable length. It consists of ten chapters from
diploma dissertations, 32 sermons, seven prose texts by MilošĆrnjanski (Dnev-
nik o Čarnojeviću) and 30 journalistic texts.1 It is noteworthy that it is not the
individual texts that are analysed, but rather the sub-corpora of the different
text types already mentioned. Additionally a whole corpus was created, which
includes all sub-corpora. This structure allows both the analysis of a broad
spectrum of different texts types and – in terms of the whole corpus – the
influence of text mixtures on the relation of word and syllable length.

The average text length of the sub-corpora used is2 approximately 4900
word form types. The literary texts are the longest (ca. 5500types), whereas
the sermons consist of only 4365 types. The whole corpus has atext length of
16461 types; see Table 1 for an overview of the texts used.

Table 1:Analysed texts and text length

Text type Number of texts Word form types

Scientific texts 10 chapters 4948
Literary prose 7 chapters 5216
Journalistic texts 30 5436
Sermons 32 4365

whole corpus 16461

To obtain the necessary data for the measurement of the word and syllable
length these linguistic operations were performed:

1. Serbian has, as proposed in text books and academic grammars (cf. Reh-
der 2006), 30 graphemes: <а, б, в, г, д, ђ, е, ж, з, и, j, к, л, љ, м, н,
њ, о, п, р, с, т, ћ, у, ф, х, ц, ч, џ, ш>. The texts have been analysed
in their orthographical form.

2. The word length (length of word form types) is measured by the num-
ber of syllables, and <а, е, и, о, у> are treated as syllabic graphemes.
However, to take into consideration the phonetical/phonological level,
the <р> – if located between two consonants – is also treated as a syl-
labic grapheme. For further information on the automatically performed
word length analysis cf. Antić et al. (2006).

3. In every sub-corpus and in the whole corpus the word lengthand mean
syllable length – the two sets of data needed for the analysisof the Men-
zerath law – were determined by the number of graphemes.

1. All texts used are part of the research project on Quantitative Text Analysis (QuanTA) located
in Graz; cf.http://quanta-textdata.uni-graz.at/.

2. We applied orthographical criteria for the identification of word form types, cf. Kelih 2007.
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2.2 Empirical results

Using the basic power modelSyL= a·WoL−b it was ascertained that in all anal-
ysed sub-corpora the validity of the Menzerath law can be confirmed. TheR2

is in all cases> 0.94. For the scientific texts we even attained anR2 = 0.9864,
which can generally be understood as a very well-fitting result. Table 2 gives
the empirical data (SyL), the theoretical values (SyL∗), the parameter values for
a andb and theR2 values.3

Table 2:Word length – Syllable length in Serbian text types and the whole corpus

Whole corpus Scientific texts Literary prose Journalistic texts Sermons
WoL SyL SyL∗ SyL SyL∗ SyL SyL∗ SyL SyL∗ SyL SyL∗

1 3.18 3.08 2.96 2.93 3.09 3.01 3.18 3.08 2.96 2.93
2 2.53 2.64 2.54 2.58 2.44 2.54 2.53 2.64 2.54 2.58
3 2.32 2.42 2.38 2.40 2.2 2.30 2.32 2.42 2.38 2.40
4 2.21 2.27 2.24 2.28 2.11 2.15 2.21 2.27 2.24 2.28
5 2.17 2.16 2.19 2.19 2.08 2.03 2.17 2.16 2.19 2.19
6 2.15 2.08 2.14 2.12 2.06 1.94 2.15 2.08 2.14 2.12
7 2.10 2.01 2.10 2.06 2.10 2.01 2.10 2.06

a 3.08 2.93 3.01 3.08 2.93
b −0.22 −0.18 −0.24 −0.22 −0.18

R2 0.94 0.99 0.95 0.94 0.99

Figure 1 (p. 74) demonstrates the relation between word and syllable length
in the whole corpus. For our Serbian texts the Menzerath law is confirmed and
furthermore the mixing of texts (i.e., the whole corpus) clearly has no negative
impact on the the fit.

Thus, it can be concluded that the word and syllable length indifferent
text types – as predicated a priori – is regulated by the Menzerath law. In the
following section we analyse whether there are significant differences between
the coefficients of regression of the different text sub-corpora.

2.3 Significant differences of parameterb?

As can be seen from Table 2, the parameterb clearly depends on the text type:
The smallest value is found for literary prose (b= −0.2430), whereas for jour-
nalistic texts the parameterb has the highest value (b = −0.1761). All other

3. All 8, 9 and 10-syllable words have been excluded from our analysis. These words occur
extremely rarely, e.g. ten-syllable-words occur twice andnine-syllable words occur only three
times in the whole corpus. The mean syllable length of these word lengths shows a slightly
abnormal behaviour and they do not fit the commonly obtained tendency. Hence, they are
treated here as outliers. It is unclear whether the low frequency or the relatively high word
length is responsible for this unusual behaviour.
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Figure 1: Word length vs. syllable length: the whole corpus

text types and the whole corpus can be located between these two poles. It has
to be clarified whether or not these differences are statistically significant.

To do this, the formulaSyL= a·WoL−b is transformed by logarithmization
to the linear modellog(SyL) = log(a)+b · log(WoL). The statistical test used
is applied in Grzybek et al. (2006) and Zöfel (2002: 146), andhence does not
need to be presented again in detail here.

It is not necessary to test all possible differences systematically, but it is suf-
ficient to present the comparison of the lowestb (literary prose) with all other
sub-corpora and the whole corpus. Table 3 represents thet-values andp for the
performed test and it remains clear that there are no significant differences (in
all casesp > 0.05) between the compared pairs.

Table 3:Results for thet-distributed test statistics

Pairs of comparison t-value DF p

Literary prose Journalistic texts 0.23 9 0.8200
Scientific texts 0.22 10 0.8302
Sermons 0.90 10 0.3874
Whole corpus 0.08 10 0.9364

As a result, it can be stated that there are no statistically significant differ-
ences in the “steepness” of the fitting curves, and thus a common statistical
mechanism seems to organise the relation of word and syllable length in our
Serbian texts.
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3 Interpretation of parameter a

A systematic interpretation of the parameters of the Menzerath law, i.e. the
length of a component is a function of the length of the construct, has been pro-
posed by Köhler (1984, 1989). In regard to linguistic systems, it is suggested
that human language processing is a sequential process and that language com-
ponents are processed term by term linearly.

Furthermore, it is assumed that there is some kind of capacity limit in lan-
guage processing, especially in regard to the length of linguistic components.
For the Menzerath law, the parametera represents, as proposed by Köhler
(1984, 1989), the mean length of a language construct, consisting of one com-
ponent. For a detailed re-analysis of the parametersa andb from various lan-
guage levels (syllable, word, and sentence length) of the Menzerath law, see
Cramer (2005).

If this interpretation holds true, then the parametera approximately equals
the mean syllable length (measured here in the number of graphemes) of one-
syllable words. Thus, parametera can be replaced by the mean syllable length
of one syllable words (henceforthSyL1). However, such a replacement can be
performed only if this leads to no substantial worsening of the fit of the results
in general, i.e., the fitting results should not be worse thanthe others when
iteratively determined parameters are used.

Replacing parametera with the mean syllable length of one syllable words
indeed does not cause a substantial worsening of the resultsthat fit; see Ta-
ble 4 for the detailed results and theR2 calculated on the basis of the replaced
parametera.

Table 4:Replacing parametera and new results

Text types SyL1 New parameterb New R2 R2∗

Scientific texts 2.9640 -0.1894 0.9830 0.9864
Literary prose 3.0902 -0.2636 0.9456 0.9463
Journalistic texts 2.9595 -0.1919 0.9543 0.9487
Sermons 2.9708 -0.1998 0.9543 0.9554

Whole corpus 3.1784 -0.2413 0.9288 0.9439
* Based on iteratively determined parameters

There is of course a worsening of theR2, but a satisfyingR2 > 0.92 can
still be obtained for all text types and the whole corpus. It has thus been shown
that a replacement of the iteratively determined parametera by an empirical
characteristic (mean syllable length of one-syllable words) causes no substan-
tial worsening of the results that fit. Thus, the interpretation proposed above,
that parametera represents the upper limit of a language construct consisting
of one component, seems to hold true for the Serbian texts analysed here.
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3.1 Dependency of parametera onb

As commonly known from synergetic linguistics, there are hardly any isolated
language characteristics. This also holds true for parametera, which is in a sys-
tematic interrelation with parameterb. As already pointed out by Köhler (1984:
181 and 1989: 110), under ideal circumstances these parameters should be in a
linear interrelation. According to our interpretation andthe replacement of pa-
rametera, the relation betweenSyL1 and parameterb can indeed be captured
by a simple linear relation. As can be seen from Figure 2, bothcharacteristics
can be modelled by the simple linear equationb = −0.2869·SyL1 + 0.6528
with anR2 = 0.7109. This is of course not a perfect fit (p= 0.07), but at least a
common tendency can be obtained, which globally supports the interpretation
mentioned above.

Figure 2: Relation betweenSyL−1 and parameterb

Finally, with this linear interrelation in mind, the original model of the
Menzerath law can be “simplified”: Replacing parameterb with the linear
modelb = −0.2869·SyL1 + 0.6528, we arrive at the final equation ofSyL=
SyL1 ·WoL0.2869·SyL1+0.6528. Therewith, both formerly iteratively determined
parameters are replaced by empirical characteristics, namely the mean sylla-
ble length of one-syllable words and systematically related characteristics of
this value. This replacement is particularly reasonable, because for our anal-
ysed texts types it holds true that the longer the one-syllable words, the faster
the shortening in longer (i.e. 2,3,4, . . .x syllables) words.

This replacement is justified due to the fact that again, despite the replace-
ment of the parameters, no substantial worsening of the fitting results is obtain-
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able; see Table 5 for an overview on these results with iteratively determined
and replaced parameters.

Table 5:Comparison of results

R2 R2

Text types (iterative parameters) (replaceda andb)

Scientific texts 0.99 0.98
Literary prose 0.95 0.89
Journalistic prose 0.95 0.94
Sermons 0.96 0.95
Whole corpus 0.94 0.91

Naturally, the replacement of the parameters by empirical characteristics
leads to slightly worse fitting results, such as, for instance, for the whole cor-
pus (R2 = 0.94→0.90) and the literary prose (R2 = 0.94→0.88). But for the
remaining three text types a satisfyingR2 > 0.94 is obtainable. However, this
result has to be interpreted as a good result, especially because of the fact that
ultimately the “meaning” of the parameters used remains quite clear now.

4 Summary

The results of the present paper can be summarised as follows: In Serbian texts
the relation of word and syllable length is organised quite systematically ac-
cording to the Menzerath law. Moreover, it has been shown that the usually
iteratively determined parameters can be replaced by empirical characteris-
tics of the word and syllable length, namely by the mean syllable length of
one-syllable words. Due to an empirically derived mutual interrelation of the
parameters and the mean syllable length, a model with interpreted parameters
can be used. Lastly the replacement and reduction of parameters causes no sub-
stantial worsening of the fitting results and thus the proposed simplification of
the Menzerath law seems to be justified for the texts analysedin this paper.
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A syntagmatic approach to automatic text
classification. Statistical properties ofF- and
L-motifs as text characteristics

Reinhard Köhler, Sven Naumann

1 Introduction

Most approaches to text classification are based on paradigmatic information
only, i.e. they apply a “bag-of-words” model of text or they use, as Herdan
(1966: 423) put it, “language in the mass” studies to obtain text features for
classification (and other) purposes. Classical corpus-linguistics and informa-
tion retrieval techniques have in common that documents arerepresented by
term weight vectors based on word frequency information. There are a few at-
tempts to use syntactic or statistic phrases instead of words (Caropreso et al.
2001, Fuhr and Buckley 1991, Schütze et al. 1995 and Tzeras etal. 1993), but
they have not proved to be superior to simple word-based models. Researchers
in the field of quantitative linguistics try to contribute totext classification on
the basis of, e.g. word length and sentence length distributions looking for sta-
tistical properties of these quantities that could be typical of text genres or text
sorts in general. Similar investigations are known from stylometrics and, in re-
cent years, from forensic linguistics (where, in the first place, word frequency
distributions play a crucial role).

All these methods ignore syntagmatic information: The organization of the
linguistic elements and of the property values of these elements in the course
of the text is not evaluated. This is true not only for applications such as text
classification but also for quantitative linguistics in general. Only a few at-
tempts to include syntagmatic information have been published yet (Andersen
2005, Ȟrebí̌cek 2000, Köhler 1999, Köhler 2000, Pawłowski 2001 and Uh-
lířová 2007). Although term occurrence contributes only a fraction of a text’s
meaning the above-mentioned methods are rather successful(cf. the usefulness
of search engines and other document retrieval applications). Nevertheless, in-
vestigations as to how much simple and machine-operable techniques to de-
termine and processing syntagmatic information may improve classification
results seem to be worthwhile. Therefore, the present studypresents one such
simple approach to utilizing “language-in-line” (Herdan 1966: 423) features of
texts and first results.

As an appropriate unit of investigation, themotif was chosen (originally
calledsequencesor segments, cf. Köhler and Naumann 2008):
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Definition 1
A motif is defined as the longest continuous sequence of equalor increasing
values representing a quantitative property of a linguistic unit.

As a refinement of this general definition, we obtain two special ones:

Definition 2
An L-motif is a continuous series of equal or increasing length values (e.g. of
morphs, words or sentences).

Definition 3
An F-motif is a continuous series of equal or increasing frequency values (e.g.
of morphs, words or syntactic construction types).

An example of aL-motif segmentation is the following. The sentence “Word
length studies are almost exclusively devoted to the problem of distributions.”
is, according to the above-given definition, represented bya sequence of five
L-motifs: (1-1-2) (1-2-4) (3) (1-1-2) (1-4), if the definition is applied to word
length measured in the number of syllables. Similarly, motifs can be defined
for any linguistic unit (phone, phrase [type], clause [type], etc.) and for any
linguistic property (polysemy/polyfunctionality, polytextuality, etc.). Variants
of investigations based on motifs can be generated by changing the direction
in which these units are segmented, i.e. beginning from the first unit in the
text/discourse and proceeding forward or beginning from the last item and ap-
plying the definition in the opposite direction and by replacing “increasing” by
“decreasing” values of the given property in the definition of the motif.1 We do
not expect statistically significant differences in the results. In contrast, differ-
ent operationalisations of properties will affect the results in many cases, e.g.
if word length is measured in the number of letters or in the average duration
in msin speech. Some of the advantageous properties of the new units are the
following:

1. Segmentation in motifs is always exhaustive, i.e. no unsegmented input
will remain.

2. Motifs have an appropriate granularity; they can always be operation-
alised in a way that segmentation takes place in the same order of mag-
nitude as the phenomena under analysis.

3. Motifs are scalable with respect to granularity. One and the same defini-
tion can be iteratively applied: It is possible to form motifs on the basis
of length or frequency values etc. of motifs.

4. Following the definition, any text or discourse can be segmented in an
unambiguous way.

1. It may be, e.g. appropriate to go from right to left when a language with syntactic left branch-
ing preference is analyzed.
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5. Motifs display a rank-frequencydistribution of the Zipf-Mandelbrot type
(cf. Figure 1), i.e. they behave in this respect in a way similar to other,
more intuitive units of linguistic analysis.

2 Method and data

A relatively small text corpus was collected for the presentanalysis, consisting
of 55 documents from five different text sorts (10 poems, 10 narrative texts, 10
juridical, 10 scientific, and 15 journalistic texts). Text lengths varied from 90
to 1500 (poems) and 350 to 8500 (prose) running word forms.

Figure 1: The rank-frequency distribution ofL- andF-motifs can be modeled by the
Zipf-Mandelbrot distribution. Here,

d f = 1607,P[X2] ≈ 1.0,N = 3623,n = 2102

Each of these documents was analyzed, according to the definitions ofL-
andF-motifs as given above, first on the word level and then on the level of
the motifs themselves. IfL-motifs are formed from such a sequence of motifs a
second orderL-motif (or aLL-motif) is obtained. Thus, in the example(1-1-2)
(1-2-4) (3) (1-1-2) (1-4), we have twoL-motifs of length 3 followed by one of
length 1 etc. The correspondingLL-motif sequence is(3-3) (1-3) (2).

Analogously,LLL-motifs etc. can be formed but alsoLF-, FL,- FLL-, FLF-
etc. motifs are possible, depending on the hypotheses understudy. For the pur-
poses of the present paper, only first and second order motifswere determined
and evaluated. Then, the rank-frequency distributions of all the motifs were de-
termined for all the documents and fitted by the Zipf-Mandelbrot distribution.

For text classification, the 55 documents in the corpus were represented
by vectors of 11 and alternatively 9 attributes (cf. Table 1). Then all pairs of
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attributes were scrutinized; finally a Best-First DecisionTree classification al-
gorithm was applied to the complete set of vectors.

Table 1:Attributes formed on the basis of the frequency and probability distributions
of the motifs

A1 hapax/V [L] Proportion of hapax legomena of theL-motifs in re-
lation to the inventory size of the motif tokens on the
basis of words

A2 hapax/L[LL] Proportion of hapax legomena of theLL-motifs in
relation to the inventory size of the motif types on
the basis ofL-motifs

A3 hapax/L[LF ] Proportion of hapax legomena of theLF-motifs in
relation to the inventory size of the motif types on
the basis ofF-motifs

A4 hapax/L[FF ] Proportion of hapax legomena of theFF-motifs in
relation to the inventory size of the motif types on
the basis ofL-motifs

A5, A6 Ord I ,S[F_glob] Ord’s criteriaI andSof the rank-frequency distribu-
tions ofF-motifs in the individual texts on the basis
of word frequencies in the corpus

A7 b [Fglob] Parameterb of the Zipf-Mandelbrot d. ofF-motifs
(F: corpus)

A8 b [F ] Parameterb of the Zipf-Mandelbrot d. ofF-motifs
(F: text)

A9 hpx/L [W] Proportion of the hapax legomena of the word-forms
(A10) a [Fglob] Parametera of the Zipf-Mandelbrot d. ofF-motifs

(F: corpus)
(A11) a [F ] Parametera of the Zipf-Mandelbrot d. ofF-motifs

(F: text)

F-motifs in texts from a corpus can be determined with respectto two dif-
ferent methods of frequency count: The frequency values forwords can be
determined on the basis of the occurrences of the words in thegiven text or
with respect to the complete corpus. This difference is shown in Table 1 in the
following way: “[F ]” refers to frequency counts in the individual texts whereas
“[ Fglob]” indicates that the frequency values were taken from the complete cor-
pus.

The last two attributes (the parameter a of the Zipf-Mandelbrot distribution)
were not used in the final analysis because, as is well known, the parameters of
this distribution are not independent of each other and becausea depends also
on text length.
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3 Results

Pairwise examination of the attributes revealed that some of them are able to
separate one of the text sorts from all the others. Figures 2–4 show examples.

Figure 2: The relative number of hapax legomena ofF-motifs and parameterb of the
Zipf-Mandelbrot distribution of motifs on the basis of corpus frequencies

separate narrative texts from the others

Figure 3: The relative number of hapax legomena of word-forms and parameterb of
the Zipf-Mandelbrot distribution ofF-motifs (on the basis of text

frequencies) separate juridical texts from the others

Figure 4: The relative number of hapax legomena ofF-motifs formed on the basis of
F-motifs and the relative number of hapax legomena ofL-motifs on the basis

of L-motifs separate journalistic texts from the others
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These findings suggest that it should be possible to obtain a fairly good
classification on the basis of the selected properties. Moreover, it should be
possible to reduce the number of features as there are only five categories to
classify in. Therefore, the Best-First Decision Tree method (Shi 2007) was
applied.

Figure 5 displays the best composition of attributes from Table 1 and the
classificatory keys (i.e. the threshold values). The numbers in parentheses indi-
cate how many of the texts were correctly assigned to the given class and how
many belong to another class.

Figure 5: Four attributes separate the text sorts in the corpus

Table 2 shows the confusion matrix.

Table 2:Confusion matrix for the classification
NAR JUR POE JOU SCI

NAR 10 0 0 0 0
JUR 0 6 1 1 2
POE 0 0 8 1 1
JOU 0 0 1 14 0
SCI 0 1 1 0 8

Table 3 shows the evaluation matrix for the classification.

4 Conclusion

Our experiments encourage approaches that are based on purely formal and
automatically determinable properties of texts:

1. The properties used here are absolutely independent of topics and do-
mains (vocabulary-independent).
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Table 3:Evaluation matrix for the classification

TP rate FP rate Precision Recall F-Measure ROC area Class

1.000 0 1.000 1.000 1.000 1.000 NAR

0.600 0.022 0.857 0.600 0.706 0.689 JUR

0.800 0.067 0.727 0.800 0.762 0.832 POE

0.983 0.050 0.875 0.933 0.903 0.920 JOU

0.800 0.067 0.727 0.800 0.762 0.853 SCI

0.836 0.042 0.841 0.836 0.834 0.864 Weighted
average

T(rue)P(ositive),F(alse)P(ositive),R(eceiver)O(perating)C(haracteristic)

2. Only very few properties are used whereas most other approaches need
long vectors of term weights etc.

3. Only four properties suffice to obtainF-values around 0.90.

Future studies comprising
– large numbers of texts
– more text sorts
– exploration of other functions of motif properties

are necessary in order to determine whether syntagmatic features like the ones
we proposed provide a useful tool for (text) classification tasks and might help
to reveal theoretically interesting text properties.
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Probabilistic reading of Zipf

Jan Králík

1 Introduction

The Zipf law has become the basic formula of quantitative linguistics. Nu-
merous verifications have been followed by numerous interpretations. These
modifications were intended to find a better fit with the measured reality in
different types of linguistic situations. Linguists got used to the Zipf formula
generally and its influence became so strong and popular thatnearly no one
asks for more explanation than the one offered by Zipf originally: the principle
of least effort (Zipf, 1949).

The essential problem in an attempt to explain or find the mechanism lead-
ing to what is being described by Zipf´s formula lies in the conception of rank
r in its relation to frequencyf :

fr = k/r (1)

or in the Mandelbrot (1954) version:

fr = k(r + σ)−B (2)

In these formulae, algebraically,rank plays the role of one of the variables
(k andσ are constants). But rank does not represent any natural variable. It
does not express any property, any feature, nor any characteristics that could
acquire values and which, therefore, could be measurable.

On the other hand, rank is not an independent phenomenon. Rank appears
as a result of different frequencies, and different frequencies are caused by dif-
ferent possibilities of words to occur (or “to be used”). Frequencies of words
vary according to the utility of words, and rank is the function of resulting
frequencies. Therefore, the conception of rank involves also an important sta-
tistical and probabilistic aspect.

2 Utility

The existence of the frequency of any linguistic element is caused by many
factors, which could be projected into the commonly understandable concep-
tion of utility or usefulness. Thus, all the grammatical, topical, stylistical, ter-
minological, educational, mental, plus many other, aspects can be involved.
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Experimental observation of suchutility or usefulnessdiffers in various situa-
tions and times. It even changes within one author’s texts. As has been already
shown elsewhere, such a conception ofutility is that very essential property,
for which (in terms of the axioms of The Probability Theory byKolmogorov)
the simple additive measure can be defined over all the sets created upon the
field of elementary linguistic events. Such an additive measure then, accord-
ing to the axioms, is calledprobability (Kolmogorov 1933). When the Law of
Large Numbers is applied, this axiomaticalprobabilitycan be commonly iden-
tified with the limit value of relative frequencies, computed in a long row of
observations made under comparable circumstances.

This explanation is not a mere play with words. The termprobability refers
both to the property (utility, usefulness, usage) and to some number (from the
interval< 0;1>). The number, however, is one of many possible realizations
of the influence of the property. Not only in linguistic research, probabilities
are often represented by relative frequencies, and the original property ofuse-
fulnessor of chanceto be used or of utility is forgotten. Such simplification,
substituting the measurable random variable directly by its values, is comfort-
able and practical, but it nearly excludes any further considerations.

In contrast, when the random variable calledutility is discussed, we can go
on thinking about its distribution and density function andwe can use it with
further models. For example, let us express the random variable utility by θ .
Then, its distribution function

F(x) = P(θ < x) (3)

expresses the probability that theutility θ does not exceed the valuex. Both the
utility θ andx are from the interval <0;1>. The supplementary function

N(x) = 1−F(x) (4)

describes the probability thatθ reaches or exceeds the valuex. This N(x) has
its real representation in every frequency list of words in the ratio

N(x) ≈ (Number of words with the utility equal to or greater than x)
(Vocabulary extent of the text)

(5)

where instead ofword, the termselementor item can be used for immediate
generalization (Králík 1997). If the sense of this ratio is considered for the
beginning of the frequency list, it can be seen that: For anyutility level x, the
nominator (number of words with the measure ofutility equal to or greater than
x) equals to therank corresponding to levelx.

If the sense of ratio (5) in the middle and at the end of the frequency list
is considered, it can be seen that: Following the reverse direction of the fre-
quency word list, there are numerous sets (long “intervals”) of words, in which
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the measure ofutility is equal to1, 2, 3, etc. In such sets the non-statistical al-
phabetic ordering is used, so that therankbecomes random. In fact even within
such sets the values ofutility of words differ. In the case of a single frequency
list, many different values are projected into the same integer. If many fre-
quency lists were confronted, or great corpora analysed, a real chance appears
to distinguish between any two words (elements, items), as to their measure of
utility. Subsequently, it would be possible to establish theirrank. So, again, it
could be seen that: For anyutility level x, thenumber of wordswith the mea-
sure ofutility equal or greater thanx, equals therank corresponding to levelx.
Thus, for the whole vocabulary, we could generally write:

N(x) = 1−F(x) = rx/V (6)

whererx symbolises the rank of the word with measure ofutility equal tox and
V symbolises the number of all different words (vocabulary).Analogically,
the real representation ofx can be found in every frequency list or frequency
dictionary in the form of the ratio

x≈ (Number of occurrences of the word with the measure of utility equal to x)
(Number of all current words)

The numerator of this ratio is usually symbolised byfx (absolute frequency),
the denominator is usually symbolised byN (the current text extent):

x = fx/N (7)

Here again, as is the rule,x is generally different for different words at
the beginning of the frequency list, and, at the end of the frequency list,x
is usually expressed by some common value for more or even many words.
Again it is clear that, as a general view which would deal withmany frequency
lists, it would be possible to distinguish each corresponding value ofutility for
each word as precisely as requested. Using the introduced points of view of
representations ofN(x) andx, we could write

rx/V = 1−F( fx/N)

F( fx/N) = 1− rx/V
(8)

These equations show how the conception ofrank is connected with the
corresponding measure ofutility, or, in other words, with theprobability or
relative frequency. This natural connection is existential. The property of util-
ity (the ability to be used, measured by probability) causesand influences the
phenomenon offrequency, and frequencies formrank.

3 Density

The above written formulae open the way to further considerations. The first
logical question concerns the explicit form of the unknown distribution func-
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tion of utility F(x) as described in (3). It opens endless space for sophisticated
suggestions, hypotheses, estimations or subjective trials.

Let us discuss the density functionF ′(x), the derivative of the distribution
functionF(x) for vocabulary, so that we can use the common knowledge about
word frequencies. The density functionF ′(x) of the variablex calledutility,
should give information about the distribution ofutility. It should express the
common experience, that in normal text, for every level ofutility, more re-
peated words do form less numerous sets than more rare words do. Even when
only this principle of reverse proportionality is accepted, an interesting model
can be constructed. It is based on the idea, that according tothe aforementioned
principle, somehierarchyof utility exists.

Let us consider re-ordering the vocabulary (set of all different words, lex-
icon) based on dividing it into categories according toutility in the following
way: the category assigned to indexi involves some numberyi of elements,
being represented by one common value of utilityxi . Categories can be con-
structed in a way so that

xi = α ·xi−1 (9)

for i = 1,2,3, . . . ,k and with “coefficient of hierarchization”α > 1. Each next
category is characterised byutility on the level that isα-times higher (stronger).
This implies that also some dependence between the numbers of elements in-
side the categories should exist. The discrete construction allows the generally
linear expression:

yi = τi ·yi−1

The previously mentioned empirical experience from frequency dictionar-
ies (more repeated words do form less numerous sets than morerare words do)
indicatesτi < 1. Thus, at the same time, we could write

xi = α ·xi−1 = α2 ·xi−2 = . . . = α i−1 ·x1

yi = τi ·yi−1 = . . .

(

i

∏
r=2

τr

)

·y1

A further step consists in fixing the second parameterτ.
Presumption.Let us discuss the simplest case in which the decreasing pro-

portionality valuesτr(r = 2,3, . . . , i) do not differ too much, so that they could
be approximated by one common valueµ < 1 so that the following simplifica-
tion could hold:

i

∏
r=2

τr = µ i−1

Then, the number of words in the categoryi could be counted as

yi = µ i−1 ·y1 (10)
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wherey1 is the number of words in the first category after hierarchization has
been done, which equals the number of words with the lowestutility expressed
by the chosen levelx1; let us remark that usuallyx1 = 1 andy1 = [number of
hapax legomena]). This presumption tells us in other words,that theutility of
a word from categoryi is proportional to the sum of utilities of all words in the
previous categoryi − 1. The proportionality is given by valuesα (coefficient
of hierarchization) andµ (number-of-words reduction).

An important algebraic simplification can be done in following way. Let
us re-write the exponent(i − 1) from xi = α(i−1) · x1 by means of logarithms
i −1= (logα)−1(logxi − logx1) and let us use this in the expression ofyi

yi = y1 ·µ (logxi−logx1)/ logα

Other algebraic steps can be performed, as follows:

yi =y1 · (explogµ)(logxi−lgx1)/ logα

=y1 ·exp{logµ · [(logxi − lgx1)/ logα]}
=y1 ·exp{[(logxi lg µ)/ logα]+ [(logx1 · logµ)/(− logα)]}
=y1 ·exp{(logxi · logµ)/(− logα)} · (explogxi)

logµ/ logα .

To reach the readable explicit form of dependence betweenyi andxi :
Because we know thatα andµ , as well asy1 andx1 are supposed to be

constants, concluding simplification can be written

yi = B ·xβ
i (11)

whereB = y1 · x−β
1 andβ = (lg µ/ lgα) < 0, still knowing thatα > 1 is the

coefficient of hierarchization andµ < 1 is the decreasing proportion of number
of words in the neighbouringutility categories.

By means of words we could summarize that within the suggested hier-
archy, the number of words in every category of utility can beexpressed by
means of the exponential (power) function ofutility. We already mentioned that
the characterization of words by utility can be done as accurately as requested.
This enables us to presume that the discrete formula (11) canbe satisfactorily
replaced by the continuous equation

y = B ·xβ

which offers one of the possible analogies with the density functiony∗ for the
distribution of words (lexical units) according to their utility. For such an idea
it would hold

y∗(x) = 0 for x≤ 0 (12)

y∗(x) = B∗ ·xβ for x > 0 (13)
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whereB∗ involves the necessary norming andβ < 0 (we could write even more
didacticallyβ = −b;b > 0). The most important issue of all these steps is that
the corresponding distribution function can be expressed in the form

F (x) = B∗
x
∫

−∞

tβ dt = B∗
x
∫

0

tβ dt = [B∗/(β +1)] ·xβ+1 = E ·xε (14)

and that this integral, as the function, again possesses theform of a power
function:

F(x) = [B∗/(β +1)] ·xβ+1 = E ·xε

Let us remind you that all the parameters and variables can beexplained
from the hierarchy of the increasing levels of utility and from decreasing num-
ber of words on such levels (Králík 1983).

4 Conclusion

From the first part of our considerations we already know thispossible inter-
pretation of the supplementary function

N(x) = 1−F(x) = rx/V (15)

We also know that the value of utility can be approximated by relative fre-
quency (6)( f/N), f = absolute number of occurrences withinN = current text
length) and we supposed the most simple form of distributionfunction (14), so
that following final steps can be done:

rx/V = 1−E · ( fr/N)ε

E · ( fr/N)ε = 1− rx/V

( fr/N)ε = −1/E · (rx/V −1)

fr = N(−1/E)1/ε ·
{

(rx−V)1/ε/V1/ε
}

= N(−1/E ·V)1/ε · (rx−V)1/ε .

(16)

Within finite texts for comparableN (text extents) andV (vocabulary ex-
tents) the above written last equation can be formally understood as:

f = k(r + σ)−B (17)

which equals the well known form of Mandelbrot’s (1954) correction of orig-
inal formulae by Estoup (1916) and Zipf (1949). It can be objectively stated
that this is no new knowledge. It is not new from the point of view of the ne-
cessity of verification. Hundreds, maybe thousands of confirmations have been
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published. What is new, however, is the insight based on the above performed
deductions: the construction of each parameter preserves real meaning, so that
parameters can be analysed, measured and interpreted.

But not only this direction can be followed for concluding considerations.
The starting point of this construction was a natural idea about the type of
hierarchy in the distribution ofutility. All the known verifications of the result
indicate that our nearly random presumption about hierarchy (the higher the
utility is, the lower the number of its words) given by someα, and about the
decreasing proportionality of numbers of elements in the inducted categories
by an equalµ , must have been very near to the reality.

Economists will see similarities with the distribution of financial incomes
as has been described by Pareto. The Pareto parallel, among others, leads to a
special type of Pearson curves, which corresponds with the Pólya scheme for
a special urn model with a changeable measure of return. To this, however, a
linguistic sense can be given, by what we know about the humanbrain and
about the author’s text creation. Independently, the suggested hierarchy is –
maybe surprisingly – very near to the idea of the neuron organization of the
human brain, its memory and functioning.

A very similar type of hierarchy is well known from quantifications of the
Menzerath-Altmann Law (the longer the construct is, the shorter are its con-
stituents). And last, but not least, the suggested conception of utility hierarchy
is not in contradiction with the Principle of Least Effort. Theutility hierarchy
offers an explanation on which bases and why the Principle ofLeast Effort
works.
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Revisiting Tertullian’s authorship of thePassio
Perpetuaethrough quantitative analysis

Jerónimo Leal, Giulio Maspero

1 Introduction

ThePassio Perpetuaeis one of the oldestActa Martyrum, written in Africa at
the begining of the III century. It is an amalgam of texts surely not written by
the same author: Introduction (321 words), the Diary of the martyrium (that
is not interesting for our research) and the Conclusion (1121 words). We must
suppose one or two compilators for the introduction and the conclusion. These
two parts, by style analysis, have been attributed to Tertullian.1

This hypothesis is traditionally related to d’Alès (1907: 7); but also Ruinart,
Robinson, Zahn, Harnack, Franchi de’ Cavalieri, Bonwetschand Krüger (Leal
2009: 62ff.) are among its proponents. De Labriolle (1913: 126ff.) is the only
one against the authorship of Tertullian. More recently authorship has been
attributed to Pomponius (Braun 1979: 117), a demi-lettré (Fontaine 1968: 73),
a bishop or presbyter (d’Alès 1907: 7), somebody of the entourage of Tertullian
(Lanata 1973: 160), or two different compilators (Amat 1996: 67).

The aim of this contribution is to test the validity of a quantitative method
to analyze the works of Tertullian and apply this method to the question of
Tertullian’s authorship of thePassio Perpetuae. In particular, our aim is to test
numerically the hypothesis that the first and the final part ofthe work were
written by Tertullian and to check the attribution of all theworks transmitted
under the name of this author, together with those considered spurious by crit-
ical philological studies.

2 Our approach

Our idea is to test the method for quantitative authorship attribution on a real
problem. From our perspective the issue is not to find a general method for
authorship attribution, but to decide whether the very one text we are working
on is or is not of the same author. The present work is based on the paper by
Basile and Lana on Gramsci’s articles (Basile and Lana 2008). We try to apply
their method to our case, modifying the procedure accordingto the results that

1. We have 31 conserved writings of Tertullian, an African Christian writer who lived between
ca. 150 and ca. 220, of different styles and word number.
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we find. Because of that, our approach in purely quantitative. According to
Basile and Lana’s procedure, we have recourse to two different text-distances
and we try to study the Tertullian works with them. The first metric is based
on then-grams and is a modified version of the pseudo distance described by
Kešelj’s et al. (2003):

Dn(A,B) =
1

|Sn(a)|+ |Sn(b)| ∑
ω∈Sn(a)∪Sn(b)

(φn(a)−φn(b))2

(φn(a)+ φn(b))2 , (1)

whereA andB are two authors,a andb are two texts composed by the authors,
Sn(a) is the set ofn-gramsω in a andSn(b) the corresponding set ofω in b,
φn(a) is the normalized density of then-grams ina, and|Sn(a)| the dimension
of its set. We get the best results from the bigram distributionD2. This is differ-
ent with respect to Basile et al. (2008: 177), where the best results were found
for D8.

The second metric is the entropic one. It is defined as:

∆(A,B) =
δ (a,b)− δ (b′,b)

δ (b′,b)
+

δ (b,a)− δ (a′,a)

δ (a′,a)
, (2)

whereδ (a,b) = (ℓc(a+b)− ℓc(a))/|b|, i.e. the difference between the com-
pressed length of the concatenation ofa andb and the compressed length of
a, divided by the number of bits ofb. If b≪ a, thenδ (a,b) is an approxima-
tion of the relative entropy of the two texts. The validity ofthe approximation
depends on a transition length that we have taken into account, dividing the
second file into small fractions, each of sizeℓ. Because of that, in order to
compute∆(A,B), we have divided the file from sourceA, using the first half as
a and the second one asa′. We have done the same with the file from sourceB,
but we have also divided it in units of a sizeℓ≪ |a|+ |b|, averaging the results.
In this way we can compare texts of any size. In our computation we have used
ℓ = 450.

In our computations, we have used the zlib Python library andwe have
preprocessed out texts, stripping from them the punctuation, transforming them
to small letters and changing all thev’s to u’s, as is usual in ancient Latin.

3 Sets of data

We have divided the 34 remaining works of Tertullian into twosets of 17,
each chosen at random: the first one to be used as a sample set (TT) and the
second one to be used as a test set (TP). The total number of works that are
known for sure under the authorship of Tertullian are the following (with the
corresponding length in bytes):



Revisiting Tertullian’s authorship 101

Ad Martyres (10149, TP-1); Ad Nationes (53973, TP-2); Ad Scapulam (10072,
TT-3); Adversus Hermogenem (70996, TT-4); Adversus Iudaeos (75587, TT-5);
Adversus Marcionem i (68404, TP-6i); Adversus Marcionem ii(69954, TP-6ii);
Adversus Marcionem iii (71561, TP-6iii); Adversus Marcionem iv (222855,
TT-6iv); Adversus Marcionem v (121898, TP-7v); Adversus Praxean (89188,
TT-7); Adversus Valentinianos (44884, TT-8); Apologeticum (135501, TT-9);
De Anima (162910, TP-10); De Baptismo (30166, TP-11); De Carne Christi
(62019, TT-12); De Corona Militis (33758, TT-13); De Cultu Feminarum (12705,
TP-14); De Exhortatione Castitatis (26264, TT-15); De Fugain Persecutione
(35396, TP-16); De Idololatria (47373, TT-17); De Ieiunio Adversus Psychicos
(41084, TT-18); De Monogamia (46505, TP-19); De Oratione (31201, TP-20);
De Pallio (23718, TP-21); De Paenitentia (29245, TT-22); DePatientia (32149,
TT23); De Praescriptione Haereticorum (58107, TT-24); De Pudicitia (92827,
TP-25); De Resurrectione Carnis (153484, TP-26); De Spectaculis (43941, TT-
27); De Testimonio Animae (15100, TP-28); De Virginibus Velandis (37794,
TP-29); Scorpiace (53672, TT-30).

We have dividedAdversus Marcioneminto five different files, each one
corresponding to a book, in order to have a bigger and more homogeneous set
of sample works. Our aim is to verify the attribution of the spurious works
(TS), which are the following:

Adversus Omnes Haereses (17809, TS-1); Carmen Ad Senatorem(3733, TS-2);
Carmen De Iona Propheta (4634, TS-4); Carmen De Iudicio Domini (17180,
TS-5); Carmen Genesis (7040, TS-6); De Execrandis Gentium Diis (4667, TS-
7); Passio Perpetuae et Felicitatis (22988, TS-8).

The last one is thePassio Perpetuae, that, as already said, is composed of
three parts: the beginning and the final are suspected to really be by Tertullian.
We are interested in verifying this hypothesis. For this reason, we had divided
the Passio Perpetuae et Felicitatisinto three parts, as follows: incipit (2270,
TS-9); explicit (7881, TS-10); body (12874, TS-11).

To compare the spurious works with the authentic ones, we have to check
the effectiveness of our measures in distinguishing non Tertullian works. Hence
we had taken recourse to two sets of works: the first one (NT) includes 17
works, all composed in a time span of one century with respectto our author:

Caesar, De Bello Gallico (144111, NT-1); Cicero, Adversus Catilinam (21915,
NT-2); Cicero, Oratio i (22075, NT-3); Cicero, Oratio ii (20765, NT-4); Cicero,
Oratio iii (21633, NT-5); Cicero, Oratio iv (19787, NT-6); Alexander Aphrodi-
siensis, De Intellectu (20926, NT-7); Arnobius Afrus, Disputationum Adversus
Gentes (464871, NT-8); Commodianus, Carmen de Duobus Populis (43813,
NT-9); Cyprianus Carthaginensis, De Catholicae EcclesiaeUnitate (36489, NT-
10); Ovidious, Fasti (31572, NT-11); Quintillianus, Institutiones Oratoriae
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(83093, NT-12); Suetonius, De Poetis (26098, NT-13); Suetonius, Vitae Cae-
sarum (508453, NT-14); Tacitus, Annales (648460, NT-15); Tacitus, Historiae
(379321, NT-16); Virgilius, Aeneis (186300, NT-17).

The second one (NN) is a more heterogeneous sample, with authors of
different centuries and with more works devoted to religious subjects, including
aPassio(NN-15):

Virgilius, Bucoliche (100411, NN-1); Horatius, Ars Poetica (22088, NN-2);
Cato, De Agricultura (100569, NN-3); Commodianus, Intructiones (50079, NN-
4); Lactantius, Ad Donatum (77149, NN-5); Ambrosius, Ep XX (14380, NN-6);
Frontinus, De arte mensoria (4216, NN-7); Ambrosius, Ep XVII (9230, NN-8);
Ambrosius, Ep XVIII (20359, NN-9); Apuleius, De mundo (45607, NN-10);
Boethius, Tract Theologici 2 (3550, NN-11); Hieronymus, Vita Malchi (14094,
NN-12); Isidorus, Sententiarum liber I (81982, NN-13); Martialis, Liber spec-
taculorum (9352, NN-14); Anonimous, Passio Scillitanorum(2635, NN-15);
Phaedrus, Phabulae (14915, NN-16); Salvianus, Ep. I (4373,NN-17).

We expect that the second set (NN) of non Tertullian works will be harder
to distinguish from the original works than the first set (NT).

4 Results

We present in Figure 1 our results, obtained using TT as a reference sample of
Tertullian works.
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Figure 1: On they axis the entropic distance∆en and on thex axis the bigram distance
D2: there is a clear divinsion into two different groups, with circular points
designating the non Tertullian works and the triangles the Tertullian ones
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We try to distinguish the test corpus (TP) from the easy non Tertullian
works (NT). We plot the average distance between the analyzed work and
the 17 sample Tertullian works. The density plot representsthe bidimensional
Gaussian centered on the average distance between the different works in the
reference sample that is composed ofn = 17 works. Because of that we have
n(n− 1)/2 distances, the one forn = 17 give a total set of 136 internal dis-
tances, which are distributed according to a Gaussian area.

We observe that the results show a clear distinction betweentwo sets, which
correspond to the Tertullian and the non Tertullian works. If we try with the
second more difficult set of non Tertullian works (NN), we seethat the two
groups are still well separated, but we have a false positive, as NN-12 lies in the
area of the Gaussian area (cf. Figure 2). It is to be noted thatthe method does
not give a false negative because the work is by Jerome. If we apply the present
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Figure 2: On they axis the entropic distance∆en and on thex axis the bigram distance
D2: in the case ofNN (asterisks), we get a false positive

method to the spurious works, including thePassio Perpetuaeconsidered as a
whole (TS8) and divided into the incipit (TS9), explicit (TS10) and central part
(TS11), we get the results in Figure 3.

It seems that TS7, i.e.De Execrandis Gentium Diis, a work that most re-
cent studies (Turcan and Turcan-Verkerk 2000: 205–271) aretrying to attibute
to Tertullian as excerpts of a lost treatise, could be a Tertullian work. The other
works are clearly non Tertullian. As regardsPerpetua(TS-8), it lies near Tertul-
lian. It is remarkable that the three parts of the work have different behaviour:
the incipit (TS-9) has a very low entropy distance and is a good candidate to
be accepted, while TS11, i.e. the central part, lies at a greater distance from the
Tertullian area, finally TS-10, i.e. the end of the work, is excluded by the first
metric.
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Figure 3: On they axis the entropic distance∆en and on thex axis the bigram distance
D2: in the case of TS (square points), TS7 lies in the Tertullianarea, TS9 and

TS8 very near, TS10 and TS11 fall outside

The present results do not seem satisfactory, as it is difficult to say anything
sure about the authorship of the work under study. One way to improve the
method consists of introducing voting for the attribution:this means to compute
an index ofTertullianity that could offer a way of discriminating the authorship
of the studied texts.

In Basile et al. (2008: 176f.) an index was defined, based on the position
of the test text in the list of works attributed to the author and of the works in
another list of different authors. The problem with this kind of index is that it
depends on the choice of the different authors. This being the case, we have
defined an indexnT as the percentage of distances between the analysed work
and the Tertullian sample works inferior to the average internal distance plus
the standard deviation:

nT =
1
N ∑

m
f (D(m)) (3)

where f (D) = 1 if D ≤ (D̄ + σ) and zero otherwise. In our case, the sum in-
cludes 17 distances.

The index can offer some kind of estimate of the precision of the data. We
expect that the 17 distances between the analysed work and the Tertullian sam-
ple works are distributed according to the Gaussian distribution in Figures 2
and 3. That means thatnT ≥ 0.85 should be the normal result for the proba-
bility of one true Tertullian value to have a distance less than or equal to the
mean, plus one standard deviation. Because of that, we reject the works with
nT ≤ 0.75, we consider those values between 0.75 and 0.85 to indicate ‘almost
by Tertullian’, but doubtful, and we accept them fornT ≥ 0.85. The results are
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the following (results which deviate from the average behavior are printed in
bold face):

TP-1:0.53/0.94 TP-10: 0.88/1.00 TP-20: 0.94/1.00
TP-2: 0.94/0.94 TP-11: 0.88/0.94 TP-21: 0.76/0.65
TP-6i: 0.94/0.94 TP-11: 0.88/0.94 TP-25: 0.94/0.76
TP-6ii: 0.94/1.00 TP-14:0.71/0.94 TP-26: 0.94/0.41
TP-6iii: 1.00/1.00 TP-16: 0.94/1.00 TP-28:0.71/0.82
TP-6v: 0.88/0.94 TP-19: 0.94/1.00 TP-29: 0.94/1.00

Both methods give false negatives and their precision is similar in the case
of the Tertullian works. We get two false negatives for the entropic distance
and three of them for the bigram distance. The result is different for the non
Tertullian works:

NT-1: 0.23/0.00 NT-7: 0.00/0.00 NT-13: 0.76/0.18
NT-2: 0.23/0.00 NT-8: 0.06/0.47 NT-14: 0.00/0.18
NT-3: 0.41/0.00 NT-9: 0.23/0.59 NT-15: 0.06/0.00
NT-4: 0.35/0.12 NT-10: 0.23/0.23 NT-16: 0.06/0.00
NT-5: 0.35/0.00 NT-11: 0.06/0.06 NT-17: 0.29/0.00
NT-6: 0.41/0.00 NT-12:0.88/0.00

On the set of easier non Tertullian works (NT), the entropic distance gives
better results, without any false positives. The bigram distance gives one false
positive. It seems that the entropic method is more precise:

NN-1: 0.35/0.00 NN-7: 0.00/0.00 NN-13: 0.00/1.00
NN-2: 0.82/0.06 NN-8: 0.00/0.12 NN-14: 0.29/0.00
NN-3: 0.06/0.00 NN-9: 0.00/0.65 NN-15: 0.00/0.06
NN-4: 0.00/0.12 NN-10: 0.71/0.12 NN-16: 0.12/0.12
NN-5: 0.00/0.29 NN-11: 0.00/0.00 NN-17: 0.00/0.29
NN-6: 0.41/0.06 NN-12:0.94/0.35

This impression is confirmed by the test on the more difficult set of non Ter-
tullian works (NN), where we get one false positive (N-13, i.e. Isidorus’ Sen-
tentiarum liber I). The bigram distance gives more false positives. The overall
result is that the bigram method fails to detect 3/17 true Tertullian works, i.e.
18% of the sample, while the entropic method fails in 2/17 cases, i.e. 12%.
In the case of non Tertullian works, the bigram method fails three times over
34 works (9%), while the entropic method fails only in one case (3%). We get
similar results interchanging TT and TP, i.e. using the second set of Tertullian
works as sample texts and trying to guess the Tertullianity of TT.

If we apply the two methods to the spurious works, we get the following
results:
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TS-1: 0.65/0.00 TS-6:0.71/0.00 TS-9: 0.47/1.00
TS-2: 0.00/0.29 TS-7:0.88/0.35 TS-10: 0.00/0.71
TS-4: 0.00/0.12 TS-8: 0.59/0.29; TS-11:0.71/0.00
TS-5: 0.53/0.00

The result is different according to the two methods. The bigram distance
recognizes as Tertullian TS-7. Moreover it gives results near Tertullian for TS-
6 and TS-11, i.e. forCarmen Genesisand for the central part of thePassio
Perpetuae, that is known for sure to be non Tertullian. In contrast, theentropic
distance rejects all the works, except the incipit of thePassio Perpetuae. It
is interesting to point out, that the explicit is near the limits of the Tertullian
authorship, explaining perhaps its attribution to Tertullian or pointing out that
Tertullian was only the compiler and that he used a previous traditional text.
But according to our data, we have to conclude that the authorof the incipit is
different from the author of the final part, even if that latter is near the style of
Tertullian.

We trust more the entropic method not only because it is more precise. A
test can be done on differentActa Martyrum; these should be the more difficult
texts to be distinguished, as there is a great proximity withPassio Perpetuaeat
the level of vocabulary. We get the following results:

Acta S. Cipriani 1 (4370): 0.00/0.00
Acta S. Cipriani 2 (3691): 0.00/0.00
Passio S. Crispinae (4826): 0.00/ 0.06
Passio S. Marcelli Tingitani (2526): 0.00/ 0.00
Passio S. Mariani et Iacobi (18054): 0.82/0.06
Passio S. Maximiliani (3797): 0.00/0.06
Passio S. Lucii, Montani et aliorum (22611):0.94/0.53

These data suggest that the bigram distance recognizes the two Passions
as Tertullian. On the contrary, the entropic method gives much better results,
without false positives.

5 Conclusion

We have come to two sets of conclusions:

1. on the philological problem, our result, in the first place, demonstrates
that the incipit and explicit belong to two differents authors; and, in the
second place, it supports the hypothesis of Tertullian’s authorship of the
incipit of thePassio Perpetuae; as a complement of the more recent stud-
ies, theDe Execrandis Gentium Diisis to be retained very near the lost
Tertullian if not attributed to him;
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2. at the computational level, we have shown that the entropic distance is
more effective than the bigram distance in attributing these kinds of texts
and, on the other hand, we have suggested two very easy implementa-
tions of the computation of the entropic distance and an index for voting.
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Textual typology and interactions between axes of
variation

Sylvain Loiseau

1 Introduction

This article aims at bringing some aspects of variationist frameworks into text
typology and corpus-based analyses of variation. Textual typology is an ap-
proach for describing language variation specific to corpuslinguistics. The
question of text typology is rooted in an old philologic and literary tradition;
however, in the methodological context of corpus linguistics, it has become a
method for studying the general linguistic question of language variation. It
may be described with four properties. First, it considers the text as a key unit,
and it accounts for regularities and correlations at the level of the text. Second,
it uses statistical analyses in order to make texts comparable and summarise
large amounts of data. Third, it implies using corpus methodologies in order to
build and search large corpora. Last of all, it uses well-established notions as
categories of variation – genres, registers, or text types –giving them a slightly
different meaning.

Variationist linguistics has proposed a distinction between several axes of
variation. For instance, Flydal (1952), Weinreich (1954) and Coseriu (2001) –
see also Völker 2009 for a recent presentation – have distinguished between
up to four axes of variation: variation across space, time, socio-cultural back-
ground and situational position: “[. . . ] a natural languageis not a homoge-
neous system: it is a collection of different systems, whichare more or less
overlapping [. . . ]. In a language, there are well known differences according to
space (diatopic), according to sociological and cultural groups of the commu-
nity (diastratic differences), and differences accordingto expressivity, follow-
ing the situation type and the way of speaking, differences that I call diaphasic”
(Coseriu 2001: 112)1. Other types of variation have been analyzed, such as the
“conceptional” variation (Koch and Oestereicher 2001), which accounts for the
degree of spontaneity/personal implication of the speaker. Finally, variationist
linguistics includes the concept of genre: “in letters, commercial negotiations,

1. “[. . . ] une langue historique n’est pas un système homogène: c’est une collection de systèmes
différents qui coïncident en partie et en partie se distinguent les uns des autres [. . . ]. Dans une
langue historique, il y a les différences bien connues dans l’espaces, ou diatopiques, et aussi
des différences entre les couches socio-culturelles de la communauté (différence diastratique)
et des différences entre les modalités expressives déterminées par les types de situations de
l’activité de parler, différences que j’appelle diaphasique.”
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poetry or scientific text, speakers are recycling pieces of previous utterances
belonging to the same textual genre and use a large inventoryof prefabricated
linguistic materials.” (Glessgen 2007 : 104)2. In sum, in this framework, “every
utterance is simultaneously localized in three dimensions: variationist, concep-
tional, and textual” (Glessgen 2007: 106)3.

In this article I will argue that text typology based on largecorpora and sta-
tistical methods may benefit from the notion of the pluralityof axes of variation
as described in variationist frameworks. In the last two decades numerous sta-
tistical text classification experiments have been proposed, starting mainly with
Biber (1988). These experiments have shown that there is variation across sev-
eral levels of analysis: lexicon, morphosyntax, but also morphological (Baayen
1994) or prosodic features (Obin et al. 2008). They have alsoshown that vari-
ation occurs across several descriptive categories: textshave been shown to
vary according to genre, discourse, domain, author style, but also according
to socio-geographic variables (van Keune and Baayen 2006),modality, i.e.
speech/writing (Biber 1988, Plag et al. 1999), “text type” (Biber 1988, Baayen
1994), etc. Morphosyntactic tagsets of different granularity have been used and
a high number of statistical methods have been tested and evaluated.

The limits of automatic text classification for textual typology, however,
are well known. Little consensus has emerged as to how to define and stabi-
lize these descriptive categories (text types or genres). Many general, common
sense, broad categorisations may be illustrated with statistics based on large
corpora. This is especially true if the corpus is organized in several very differ-
ent groups of texts. For instance, Obin et al. (2008) succeeded in automatically
classifying texts into five different “discourses”. But these discourses were very
different: “radio news”, “task map”, “political discourse”, “life story” and “ra-
dio interviews”. It mixes oral and written texts (or oralized texts, cf. Koch and
Oesterreicher 2001), different degrees of spontaneity, genre, theme. . . The re-
sult of the experiments does support the hypothesis that prosodic features are
discriminatory (this was the aim of the paper). However it does not entail any
better understanding of linguistic variation. In such a classification, one may
argue that we find the categories we have put in the corpus.

More generally, the fact that the statistical classification is successful does
not entail that the typology is scientifically grounded or that we gain better
knowledge of the units (genres) from it. Kilgarriff (2005) showed that virtu-
ally every statistical textual classification experiment,whatever the parameters
may be, shows that the distribution of features is non-random, without giving
evidence that it is non-arbitrary: “the probability model,with its assumptions

2. “Pour une lettre ou une conversation d’achat comme pour une poésie ou un texte scientifique,
les énonciateurs reproduisent le modèle d’autres discourssemblables appartenant au même
genre textuel et ils puisent dans un vaste inventaire d’élèments de langue préfabriqués.”

3. “Tout énoncé s’inscrit donc parallèlement dans les troisdimensions, variationnelles, concep-
tionnelle et textuelle, qui sont à tout moment co-présentes.”
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of randomness, is inappropriate, particularly where counts are high (e.g., thou-
sands or more)” (2005 : 268). Using a text-typology experiment, the author has
shown that “given enough data,H0 [the hypothesis that two subcorpora are dis-
tinguishable from two subcorpora which have been randomly generated on the
basis of the frequencies in the joint corpus] is almost always rejected however
arbitrary the data” (2005: 268). Hence, “There is no a priorireason to expect
words to behave as if they had been selected at random, and indeed they do not.
It is in the nature of language that any two collections of texts, covering a wide
range of registers (and comprising, say, less than a thousand samples of over
a thousand words each) will show such differences.” (2005: 269f.). Inductive
typology and typology using mainly internal properties of texts are particularly
concerned by this drawback. In sum, if everything seems to vary, whatever
the corpora, the linguistic features, and the statistical methods may be, are we
identying and characterising a variation in a linguistic sense?

2 Hypothesis

In this paper I will explore the hypothesis that taking into account the plurality
of axes of variation may be useful in textual typology. In a certain sense, the
frequency of a single feature (say, the frequency of a modal verb) cannot be as-
signed to an axis of variation while disregarding the other axes. There is no way
that we know if a feature is characteristic of, say, an author, without taking into
account the properties of the genre or the discourses this author uses. An axis
of variation cannot be described in isolation. The questionof the relation and
interaction between axes of variation is well known in variationist linguistics.
For instance there is a well known relation between diastratic and diachronic
variation (under some circumstances, the further you are from innovative cen-
ters, the more archaic your variety is), and between diastratic and diaphasic
variation (Finegan and Biber 2001, Dufter and Stark 2002: 89, Gadet 2003).
To a certain extent, classifying texts into one axis of variation – for instance,
the genre – without taking into account other relevant axes of variation – such
as authorship or domain, is like trying do describe diastratic variation without
taking into account the age of the speakers, diatopic or diaphasic properties.

In corpora, a homogeneity regarding an axis of variation cannever be “iso-
lated” from heterogeneity through other axes. For instance, representing an
idiolect in a corpus requires sampling many genres, dates, or conversational
parameters. Manning (2002: 294) stresses that “there is no easy answer to
the problem of getting sufficient data of just the right type:language changes
across time, space, social class, method of elicitation, etc. There is no way
that we can collect a huge quantity of data (or at least a collection dense in
the phenomenon of current interest) unless we are temporarily prepared to ride
roughshod over at least one of these dimensions of variation.” This entails that
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there is no “homogeneous” corpus, and, moreover, that taking into account in-
teractions between axes of variation is required for characterising an idiolect
or a genre.

3 Methodology

In order to investigate these inter-relations, I have focused on the question of
which features are specific to one axis of variation, and which features are com-
mon to several axes of variation, in a corpus where several dimensions of vari-
ation are known. I have performed four independent automatic classifications,
corresponding to four axes of variation on a corpus. I use a family of statistical
methods, the decision trees, allowing an easy extraction the sets of discriminant
morpho-syntactic features on each axis. I analyse the intersection between the
sets of features. Some features are common to several sets offeatures and, then,
shared between several axes of variation, while other are specific to one axis of
variation. Each feature may be analyzed in the light of the axes it helps to pre-
dict. Can we distinguish between features specialized in one axis of variation,
and features varying according to several axes of variation? Does considering
features specific to one axis of variation help for characterising this axis of
variation? Does analysing intersection between sets of features of each axis of
variation help determine the correlation between axes of variation?

The corpus has been carefully designed in order to allow for this experi-
ment. I used articles from the French daily newspaperLe Monde. Thanks to
the meta-information available for each article, many dimensions can be ob-
served:

– date: the articles available range from 1987 to 2002
– author
– genre (interview, biography, analysis, etc.)
– section (international, national, sport, opinion, enterprise, etc.)
In order to create a balanced corpus, representing various genres, authors,

sections and spans of time, I selected a subset of 840 articles. This implied
much pre-processing in order to deal with changes in sectionor genre names:
a section or a genre may have different names across time due to the editorial
evolution of the newspaper (see Figure 1, left). Such renaming was identified
using a Hierarchical Ascendant Classification of subcorpora of articles of each
section (Figure 1, right). This classification shows that some pairs of sections
that are consecutive in time are also very close regarding their lexical content.

Moreover, in order to observe relationships between features and axes of
variation, I have designed a corpus with as little attraction between categories
as possible. For instance, I have selected articles by authors writing from 1987
to 2002, articles belonging to genres that are not specialized in only one sec-
tion, etc. Eliminating as far as possible correlation between categories leads to
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Figure 1: Left:Association plot of the sections (only sections with more than 1000
articles are kept) over the 16 years of the corpus. The section «ETR»

(étranger: foreign affairs; first line) is associated with years until 1994; then
the section named «INT» (international, international, middle) is associated

with the following years.–Right:Dendrogram of a clustering of the
subcorpora representing these sections (using lemma as features).
Consecutive sections in the association plot are also grouped in the

dendogram (ETR and INT at the far left of the plot, ECO (economy) and
ENT (entreprise) at the far right, for instance).

selecting a very restricted subset of articles (840 out of 950 000 articles) con-
taining only some authors, genres and sections of the newspaper. The 16 years
were regrouped in three groups of years in order to increase the number of ar-
ticles in each diachronic category. Eventually, the following categories may be
observed in the corpus:

– three periods: (from 1987 to 1991 (147 articles), from 1992to 1996 (247
articles), from 1997 to 2002 (446 articles).

– 17 authors, ranging from 4 to 120 articles.
– 4 genres (interview, biography, portrait, obituary), ranging from 56 to

350 articles. There is a strong bias due to the fact that only genres closely
related to portraying poeple are represented. This is due tothe fact that
these genres are the only ones spreading across sections andauthors.

– 6 sections (ART (art), ECO-ENT (economy and enterprise), HOR (opin-
ion), INT-ETR (international news), POL-FRA (national news), SPO
(sport), ranging from 13 (SPO) to 280 articles (INT-ETR).
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Of course variables (year, genre, section, author) are not independent from
each other: the chi square test reveals some attraction between every pair of
tasks. The mosaic plot (Figure 2) shows associations between authors and sec-
tions on the one hand, and authors and periods, on the other hand. Nevertheless,
selected authors are not completely specialized in one section or one period,
and so it was the optimal “cross-balanced” corpus than couldbe extracted from
the whole corpus.
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Figure 2: Mosaic plot of the associations between author and sector (left) and author
and year (right)

Our corpus has been analysed using the Syntex parser (Bourigault et al.
2005). The morphosyntactic tagset of this analyser contains only 93 tags; these
coarse-grained categories allow for strong robustness.

4 Results

The classification tree algorithm (Ripley 1996) is used for extracting the fea-
tures making these axes predictable for each of the four axesof variation. Fig-
ure 3 shows the classification trees for two tasks: genres andsections.
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Figure 3: Classification trees for classifying articles into sections

Intersection between sets of features may be summarised as follows:

a. 73 features are never used;
b. 13 features are used for one task only (specific):

– Author:CCoordAdj, CCoordPrepDe, PpaMS, Prep, PrepDet, Typo
– Genre:Det, ProRel
– Section:Adj.., Det.., NomInc, VINF, NomXXMon
– Year:none

c. Seven features are shared between two tasks:
– Genre and author:CSub, NomPrXXPrenom
– Genre and year:Elim, NomFS, NomXXDate
– Genre and section:NomPrXXInc
– Author and section:NomPr

d. One feature, VCONJP, is shared by three tasks (genre, section, year).

Without much surprise, all features related to proper nouns(begining with
“Nom-”, noun) are used mainly for discrimination between section and genre,
i.e. the most thematic axes of variation, and less frequently for discriminating
author and year. Section and genre use different proportions of nouns. Eight
features are necessary in order to distinguish between authors, while only four
features are necessary to distinguish between years. Nine features are necessary
in order to distinguish between genres, few of them being specific to genre: this
axis of variation is mainly associated with features sharedwith other axes of
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variation (this does not necessarily entail that it is strongly correlated to other
axes of variation). Author variation, on the contrary, is the most specific axis
of variation.

5 Conclusion

This experiment supports the hypothesis that some featuresare discriminatory
for several axes of variation. Discriminatory features arenot specific or “spe-
cialized” into one axis of variation; on the contrary, the same restricted set of
features are used by many axes of variation. This implies that one cannot use
automatic text classification for text typology, where the classes are different
values along one axis of variation, without taking into account the interaction
of axes of variation: there is no set of features that is discriminatory for one
axis without being influenced by the others.

Further studies for a better understanding of the interaction between axes,
as well as for a better understanding of the way of using theseinteractions for
textual typology, may benefit from some machine learning algorithm support-
ing the classification into several sets of classes simultaneously, such as the
machine learning algorithm family called “multi task learning”. More gener-
ally, the analysis of these interactions seems to be a fruitful avenue for future
research.
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Rank-frequency distributions: a pitfall to be avoided

Ján Mačutek

1 Introduction

The advantages – and we dare say necessity – of quantificationin linguistic
research have been highlighted in several papers (e.g., Köhler and Altmann
2005); yet, one should be warned that results obtained by mathematical and
statistical methods are no ultimate truth. Statistics is a powerful apparatus, but
it requires a proper application. A scientist must know the properties of the
tools he is using – most often statistical tests yield reliable output only if certain
conditions are met.

Next, even with a proper application of proper methods he must keep some
critical distance, because no statistical method can be free of some possibility
of error. And even if the error probability is negligible, one must be careful not
to misunderstand the results obtained. For example, a satisfactory goodness of
fit measure – which itself is not without problems, cf. Kvålseth (1985) and
Grotjahn (1992) – does not guarantee that all features of a mathematical model
match the data. As Box and Draper (1987: 424) wrote, “essentially, all models
are wrong, but some are useful. However, the approximate nature of the model
must always be borne in mind”.

We present an example of a model which fits the data excellently in terms
of the chi square goodness of fit test, but the model mean and variance are
significantly different from the respective empirical moments computed from
the data.

2 Data and model

The data we use for the analysis are artificial. They are a “modification” (the
tail of the rank-frequency distribution is made much longer, so that some dis-
crepancies are more conspicuous) of the word rank-frequency distribution from
the poemErlkönigby J.W. von Goethe. In the study by Altmann and Altmann
(2008),Erlkönig serves as the material for investigations in several linguistic
areas, including word frequencies.

In spite of the artificiality of the data, they are not unrealistic for a lan-
guage which is more synthetic than German and hence has more word forms
(see Popescu et al. 2009 for the relation between word frequencies and ana-
lytism/synthetism measures).
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In Table 1, all frequencies with ranks from 9 to 15 are 4, all frequencies
with ranks from 16 to 21 are 3, etc.

Table 1:Artificial data

Rank Frequency

1 11
2 9
3 9
4 7
5 6
6 6
7 5
8 5

9-15 4
16-21 3
22-39 2
40-225 1

The right truncated zeta distribution (cf. Wimmer and Altmann 1999: 577ff.)
fits the data very well:

Px = cx−a, x = 1,2, . . . ,n . (1)

We obtain the test statistic valueχ2 = 14.31, with 171 degrees of freedom and
p-valueP= 1. The optimal (with respect to the minimization of the chi square
statistic) value of the parameter isa = 0.5202,n is usually the maximum rank
with a non-zero frequency (225 for our data). Anyone who seesthe p-value
only must say that in terms of the chi square goodness of fit test the right
truncated zeta distribution is a very good model for the datafrom the table.

Before we proceed to further considerations, we note that equivalent dis-
tributions must have the same moments. As to the first two moments, for the
model (the right truncated zeta distribution with the parametersa= 0.5202 and
n= 225) we have the meanµzeta= 77.36 and the varianceσ2

zeta= 4426.49. For
the data one obtains the empirical mean ¯xdata = 81.71 and the empirical vari-
ances2

data = 5126.38.
As will be shown in the next section (which contains technical details of sta-

tistical tests and computer simulations and can be totally or partially skipped
by a reader without some basic knowledge of the two areas), the differences
between the theoretical (i.e., model related) and empirical moments are signif-
icant. The results of the statistical tests we performed – the very good fit of
the right truncated zeta distribution and the significant differences between the
theoretical and empirical moments – are counterintuitive,but not contradictory.
We discuss them in the conclusion of the paper.
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3 Simulation study

The data presented in Table 1 can be considered a random sample from the
right truncated zeta distribution. However, our data are not normally distributed
(symmetry is obviously out of the question), hence we cannotperform thet-
test directly, i.e., we cannot test the null hypothesesµ = µzeta andσ2 = σ2

zeta.
Next, as we are working with a parametric distribution model, non-parametric
tests do not help much.

Very generally speaking, what we can do is generate a sufficient amount
of similar samples and create a new sample from their means (see Robert and
Casella 2004 for general random numbers generation algorithms). According
to the central limit theorem, the new sample will be normallydistributed (nev-
ertheless one should test it if the number of generated samples is relatively
modest) and the classical statistical tests can be applied.

The method which was chosen to approach the problem can be described
as follows. We generate 100 random samples from the right truncated zeta
distribution with the parametersa = 0.5202 andn = 225. The sample size is
always 326, which is also the size of our artificial sample (cf. Table 1). We
evaluate the mean and the variance of each generated sample.In this way we
obtain two new samples – 100 means and 100 variances. We applythe Shapiro-
Wilk test to check the normality of the two samples; the results confirm our
expectation (thet-test can be used). Finally, we test whether the mean of the
100 means is equal to the empirical mean of the original sample (81.71) and
whether the mean of variances is equal to the empirical variance of the original
sample (5126.38). In both cases, thep-value is smaller than 0.01, which means
that we reject both hypotheses. For control purposes we run two more tests,
namely, whether the mean of means and the mean of variances are equal to their
theoretical counterparts (77.36 and 4426.49, respectively). Now both answers
are positive.

Naturally, one cannot exclude the possibility that the results were caused
by a strange choice (very improbable, but not impossible) ofthe random num-
bers. However, the possibility is all but eliminated, as we repeated the above
described process (random number generation, creating twonew samples con-
sisting of means and variances, testing) 50 times. We obtained almost the same
results 50 times. The only exception is one rejection (out of50) in the control
tests for variance. As a possible alternative to our approach we mention boot-
strapping (cf. Davison and Hinkley 1997), which is based on resampling with
replacement from the data.

4 Conclusion

The results obtained strongly indicate that there are significant differences be-
tween the theoretical and empirical moments. At the same time, in terms of the
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chi square goodness of fit test there is no reason to reject themodel (the right
truncated zeta distribution). And in addition, as we statedabove, equivalent
distributions must have the same moments.

However, one must realize that the chi square goodness of fit test does not
tell us that the observed distribution and the model are the same. What it says
is that the distributions are – in a way – not “too far away” from each other
(we emphasize that the statement is relative, another test can give a different
answer). Nothing else can be taken for granted. One cannot automatically pro-
claim the properties of a set of data to be the same as the properties of the
model. Moreover, the chi square test is not based on moments (either empirical
or theoretical). Once more we cite Box and Draper (1987: 74):“Remember
that all models are wrong; the practical question is how wrong do they have to
be to not be useful.” In this case, the model is not reliable asfar as the mean
and the variance are concerned. The same model can be useful for many other
purposes.

It remains to explain why we focus on the rank-frequency distributions.
We are convinced that they are more prone to the mentioned discrepancies,
although those discrepancies (and some others) are not limited to the distri-
butions of rank-frequency type (i.e., frequencies orderedfrom the highest to
the lowest one). The reason is that rank-frequency distributions exhibit two
“non-natural” properties. First, often there are no observed zero frequencies,
especially if there is no fixed inventory for the investigated phenomenon (e.g.,
words). The fact can be the reason of the significantly highersample mean
(when compared with the theoretical one), as demonstrated above. The longer
the distribution tail, the greater the difference that can be expected. Second, the
ordering of observed frequencies creates a distribution structure which can be
quite different from the one of a “natural” distribution (i.e., without ordering
the frequencies) especially in the tail region, where one would expect some
fluctuations in the frequency sequence (like, e.g., 0,0,2,0,1,0).

We do not claim that rank-frequency distributions should not be used as
models. With frequencies of nominal data (like words, graphemes, etc., which
have no obvious ordering; it cannot be said that the grapheme“m” must stand
before “z”, and it does not in the Russian alphabet – in contrast to, e.g., word
length measured in syllables, where a word with the length 1 certainly is shorter
than a word with the length 2) there are not many other possibilities left, but
one should be aware of some inexactness.

By no means do we want to discourage anyone from using quantitative
methods in linguistics. We only emphasize that one cannot blindly accept ev-
erything which mathematics and statistics offer. There is always some space
(although not unlimited) to interpret results. If a statistical test rejects a hy-
pothesis, one should take it as a suggestion, not as a dogma (especially if the
test was performed on one sample only). Even higher cautiousness is recom-
mended if one finds or derives a well fitting model. The words “all models are
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wrong” and “all models are of the approximate nature” shouldsound like a
refrain in every scientist’s ears.
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Measuring lexical richness and its harmony

Gregory Martynenko

1 Introduction

The mathematics of harmony based on the theory of the golden section and
Fibonacci numbers has intensively developed in last decades. Recurrent se-
quences, the theory of proportions and progression, iterated radicals and con-
tinued fractions, symmetry theory, number theory, combinatorial analysis, etc.
are forming the nucleus of a mathematics of harmony. Ideas from the math-
ematics of harmony become actively embedded in philological studies, e.g.,
quantitative linguistics, stylometrics, the theory of poetry, prosody studies,
the semiotics of mathematical languages, etc. (Grinbaum 2008; Martynenko
2010).

2 Research tasks and methodology

In lexical statistics and statistical lexicography various indices are used to mea-
sure lexical richness (diversity) of text vocabulary (Tuldava 1987; Woronczak
1965). The necessity to use these indices is partially caused by the fact that
the vocabulary size strongly depends on corpus size. The utilization of stan-
dard methods is only valid to compare vocabularies in the case of equal text
samples. Therefore, it is important to find parameters whichdo not depend on
sample size. For that purpose various analytic dependencies such as “vocab-
ulary size – sample size” are investigated and indices of lexical richness are
built. In our research we pursue the same approach.

The investigation was made using frequency lists of prose texts by Anton
Chekhov, Leonid Andreev, and Aleksandr Kuprin. Frequency lists for Chekhov
and Andreev were made on text samples of 200000 graphic wordseach, and
the frequency list for Kuprin is based on a sample of about 300000 words. The
dependency of “vocabulary size – sample size” was analyzed using a special
methodology, which is based on the least squares technique with considerable
modifications caused by the specifics of research material. The quantitative
processing of corpus for each author was made step-by-step,by calculating
the vocabulary size each time a new story was added. It was found that the
vocabulary size for each author increases at a declining rate. However, this
raises some questions:

1. Does vocabulary size tend to some upper limit or not?
2. What is the analytic form of these tendencies?
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3 Approximation of dependency “vocabulary size – sample size”

For an approximation of the empirical dependencies betweensample size (x)
and vocabulary size (y) a number of asymptotic and non-asymptotic growth
functions were used. We used three groups of asymptotic growth functions.
The first group contains different power functions (k is an asymptote):1

y =k− a

xb power function, (1)

y =k−ke−axb
exponential function (Weibull function), (2)

y =k− a

(lnx)b logarithmic power function. (3)

The second group contains variants of the fractional exponential function:

y =
k

e
a
xb

exponential power function, (4)

y =
k

e
a

ebx
double exponential function, (5)

y =
k

e
a

(lnx)b
exponential logarithmic function. (6)

The third group is formed by logistic functions:

y =
k

1+
a
xb

power (delayed) logistic function, (7)

y =
k

1+
a

ebx

exponential logistic function, (8)

y =
k

1+
a

(lnx)b

logarithmic logistic function. (9)

Each of these nine functions of asymptotic growth may also betransformed
into a linear dependency by means of taking the single or repeated logarithm.
A system of normal equations for a linear dependency is simple, so it should
not be a problem to solve it. However, in our case one of the parameters (k =
asymptote) is included in the dependent variable. This factdoes not allow us to
use the least squares technique in its standard form. A method of approximation
is described in Martynenko (1988: 77ff.). The source data isgiven in the first
and second columns of Table 1, the number of stories being denoted byn,
sample size byN.

1. Forb = 1, the Weibull function becomes the exponential function.
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Table 1:Values for short stories by Anton Chekhov

n N VSemp VSth

10 4250 1593 1517
20 8735 2600 2603
30 13304 3488 3528
40 19413 4550 4588
50 24938 5344 5424
60 32340 6188 6408
70 38343 7006 7114
80 52139 8316 8502
90 59940 9103 9171

100 74670 10221 10257
110 88823 11355 11128
120 105084 12121 11966
130 127428 13360 12897
140 167076 14103 14105
150 198066 14610 14776

FORECAST

189 250000 15554
379 500000 16838
757 1000000 17088

1514 2000000 17100

These data set was approximated with the use of all the theoretical functions
listed above. The results of the approximation are as follows: The match to the
empirical data was obtained by asymptotic growth functions, and the Weibull
function (y= k−ke−axb

) was the best. Its linear variant has the following form:

ln ln
k

k−y
= lna−blnx . (10)

Empirical and theoretical function values for different text sample sizes
are given in Tables 1–3, empirical vocabulary size being denoted byVSemp,
theoretical vocabulary size byVSth. The values of constant coefficients are
given in Table 4 (p. 129).
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Table 2:Values for short stories by Leonid Andreev

n N VSemp VSth

5 16255 3976 3964
10 40244 6504 6575
15 74789 9324 9173
20 115802 11296 11498
25 133444 12420 12348
30 175281 14205 14118
35 198592 14942 14988

FORECAST

44 250000 16689
88 500000 22482

176 1000000 28839
352 2000000 34777

Table 3:Values for short stories by Aleksandr Kuprin

n N VSemp VSth

5 18340 4952 4844
10 42825 8408 8305
15 51244 9004 9269
20 62779 10222 10471
25 79192 11883 11998
30 91851 13099 13060
35 102680 13070 13903
40 129278 15830 15763
45 143391 16670 16651
50 156834 17416 17442
55 171239 18274 18239
60 183538 18981 18881
65 208193 20184 20075
70 225079 20959 20830
80 268150 22549 22560
90 310372 24103 24032

FORECAST

101 35000 25249
145 500000 28819
290 1000000 34789
580 2000000 38303
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Correspondent curves for these data are shown in Figure 1.

Figure 1: Empirical dependency “vocabulary size – sample size” for Chekhov,
Andreev, Kuprin

In Figure 1 you can see theoretical increasing curves for thethree authors.
Notice that Kuprin’s vocabulary size for any sample size is considerably greater
than that of Chekhov and Andreev. We may observe that Chekhov’s vocabulary
is slightly larger than Andreev’s for the analyzed samples sizes. However, at the
end of the analyzed interval Andreev’s curve approaches Chekhov’s curve and,
as will be shown below, Andreev’s curve becomes higher than Chekhov’s one.

This difference between Chekhov’s and Andreev’s tendencies may be ex-
plained by the fact that Chekhov’s stories are considerablyshorter than An-
dreev’s. The diversity of Chekhov’s topics gives rise to thecurve in the initial
part of the chart. However later this effect is no longer working as Andreev is
more prone to detailed description than Chekhov. This meansthat the correla-
tion between sample size and vocabulary size has powerful diagnostic poten-
tial.

Table 4:Constant coefficients of the Weibull function in the dependency of
“vocabulary size – sample size” for Chekhov, Andreev, Kuprin

Chekhov Andreev Kuprin

k 17100 42172 39612
a 2.18·10−4 3.04·10−4 2.52·10−4

b 0.80 0.60 0.65
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4 Extrapolation and forecast of vocabulary size

Having determined theoretical parameters for all three curves we may forecast
the values of parameters for sample sizes considerably exceeding the analyzed
one and even for all literary works by some given writer. The theoretical fore-
cast is given in Tables 1–3. The prognostic curve is shown in Figure 2.

Figure 2:Prognostic (forecast) curves for dependency “vocabulary size – sample size”

Figure 2 presents an even greater difference between the writers’ styles.
First of all we notice that Chekhov has a very poor theoretical vocabulary. This
may be explained by the fact that Chekhov, who was prone to making general
conclusions, was very restrained in detailed description:he simply preferred
not to go into details. If he used a detailed description, it was one single detail.

Later Chekhov’s impressionism was gradually displaced by writers who
were modernists. One of these modernist leaders was Leonid Andreev and he
was prone to expressionism. After Andreev a new wave of naturalist writers
rolled into Russian literature. Among them the bright and colorful figure of
Aleksandr Kuprin was dominate. Kuprin really was a master ofdetails.

We may suppose that these three authors delineate boundaries of stylistic
“corridor” for pre-revolutionary prose writers. This is clearly seen in Figure 2,
where the prognostic curve of vocabulary is increasing starting from the em-
pirical sample size to the potential size which can be achieved from an endless
writing process. With regards to actual numbers, we observethe amazing dif-
ference in asymptotic levels between Chekhov’s vocabularysize and that of the
two other writers.
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5 Golden section of asymptotic levels for vocabulary size

Many literary critics and philologists agree that Leonid Andreev was extraordi-
nary in his style. Our prognostic results have confirmed thathe was an extraor-
dinary writer even in the size of his vocabulary. In this aspect he was the direct
opposite of Anton Chekhov, who used a comparatively small vocabulary due
to his inclination to make extraordinary generalizations.The ideal short story
for Chekhov was the following: “They loved one another”.

We may suppose that other writers of the beginning of the 20thcentury
are located between these two stylistic poles. Now we can usethe idea of the
golden section and its two fundamental properties: multiplicativity and addi-
tivity for three numbers – one central number (ks) and two framing ones (kmin)
and (kmax). The multiplicative property for maximal (Andreev’s) andminimal
(Chekhov’s) sizes of vocabulary may be presented as following

ks =
√

kmin ·kmax =
√

17100·42172= 26854. (11)

This formula allows us to calculate the vocabulary size of an“average”
writer in the beginning of the 20th century. In this case addition property is
also valid:

kmax = kmin +ks = 43954. (12)

Then the golden ratio for the sequence of three numbers (kmin, ks, kmax)
equals tokmax/ks = 1.618ks/kmin = 1.570. The first ratio coincides with the
golden section, and the second ratio is slightly less. However, we may consider
that both ratios tend to the golden ratio. We may suppose thatthere was a writer
in the beginning of the 20th century, whose maximal vocabulary size (e.g.,
26854/1.618= 1650) is less than Chekhov’s (1710). In this case the whole
literary system of the given epoch may be considered to be harmonious.

6 Conclusions

A Weibull-approximation of the empirical dependencies “vocabulary size –
sample size” allows us to outline hypothetical borders of the lexical diversity
in Russian artistic prose in the beginning of the 20th century. It allows us to
find a rule for the harmonious organization in vocabulary size of the literary
epoch based on the golden ratio.
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Measuring semantic relevance of words in synsets

Ivan Obradović, Cvetana Krstev, Duško Vitas

1 Introduction

When delivering a query to an information retrieval (IR) system, a user is typ-
ically interested in information related to a particular topic, available in texts
stored in electronic form. The result of this query is a selection of texts the
IR system determines as relevant to the query. The informationthe user is in-
terested in can generally be expressed in terms ofconcepts, abstract ideas or
mental symbols that denote objects in a given category or class of entities,
interactions, phenomena, or relationships between them. On the other hand,
concepts are lexicalized by one or more synonymous words (simple or com-
pound). For example, the concept of a “housing that someone is living in” is
lexicalized by the word “house”, but also by “dwelling”, “home”, “domicile”,
“abode”, “habitation” or “dwelling house”. Hence, the concept an IR query
pertains to is in practice very often formalized by a BooleanOR combination
of words, which the user believes best describe the concept in question, e.g.
“house OR home OR domicile”.

It goes without saying that the choice of words used in a queryis of crucial
importance for the relevance of the result delivered by theIR system. At first
glance, the main problem lies in the fact that the user, when composing a query,
might omit some words related to the concept, thus reducing systemrecall, the
ratio of the number of relevant texts retrieved to the total number of relevant
texts available. A simple query expansion by adding the omitted words would
seemingly resolve this problem. However, the expansion of the set of words
describing a concept in a query, although contributing to the recall in general,
has an adverse effect. Namely, due to the fact that many wordsare homony-
mous or polysemous, adding new words to the query might reduce precision,
the ratio of the number of relevant documents retrieved to the total number of
(irrelevant and relevant) documents retrieved. Given thistrade-off between re-
call and precision, words used in a query have to be very carefully selected in
order to attain an optimal balance between the two.

Lexical resources such as electronic thesauri, ontologiesand wordnets offer
various possibilities for automatic or semi-automatic refinement of queries by
adding new words to the set of words initially specified by theuser. However,
as we have already pointed out, this query expansion should not be performed
blindly, or else it might seriously jeopardize precision. We argue that measures
of semantic relevanceof a word to a concept this word relates to in a partic-
ular language can be defined, and that they should be taken into account in
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query formulation. This semantic relevance is twofold, based on the following
assumptions:

1. Synonymous words, which denote a particular concept, arenot used with
the same frequency to denote this concept. Hence, they bear different se-
mantic relevance to that concept. For instance, the word “home“ is more
frequently used to denote the concept defined as “housing that some-
one is living in” than the word “abode”, and thus has a greatersemantic
relevance to this concept.

2. A homonymous or polysemous word, which can be used in more than
one sense, to denote totally or partly different concepts, is more fre-
quently used to denote one concept than another. Hence, it bears dif-
ferent semantic relevance to each of them. For example, the word “pen”
is more frequently used to denote the concept defined as “a writing in-
strument which applies ink to a surface, usually paper” thanit is used
for the concept defined as “an adult female swan”, and thus bears greater
semantic relevance to the former.

3. In both cases the semantic relevance of a word to a concept can be quan-
tified. It should be noted, however, that measures of semantic relevance
we propose here should be distinguished from the mathematical model
for computing the importance of a semantic feature in concept identifi-
cation (Sartori and Lombardi 2004: 440) and the semantic relevance of
a word in a given lexical context (Mattys et al. 2005: 486).

We can now conclude that the selection of words in a query withthe aim of
establishing an optimal balance between recall and precision in anIR system
is far from a simple task. In this paper our focus is on wordnets as a means
for refining queries inIR tasks. We propose a set of very simple and natural
relevance indices to be used for tuning the query formulation process.

In Section 2 a brief overview of wordnets and the process of development
of the Serbian wordnet are described, in Section 3 we describe the construction
and possible use of the indices proposed, and in Section 4 some examples are
given, followed by a conclusion in Section 5.

2 The development of Serbian wordnet

Wordnets were conceived in 1985 by George Miller and his associates at Prince-
ton University who started to develop the Princeton WordNet(PWN), or sim-
ply WordNet, a linguistic database that maps the way the mindstores and uses
language. Its aim was to serve as some sort of a mental lexiconthat can be
used in the scope of psycholinguistic research projects (Fellbaum 1998: 3).
PWNwas conceived as a semantic network of concepts, where each concept is
represented by a set of synonymous English word-sense pairswhich, accompa-
nied by a definition of the concept, form the synset for this concept. Concepts
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are interconnected by semantic relations, such as hypernym/hyponym (kind of,
e.g. animal/dog) or holonym/meronym(part of, e.g. hand/finger). This database
now contains about 150000 words organized in over 115000 synsetsfor a total
of 207000 word-sense pairs.

The EuroWordNet project introduced multilingualism into the semantic
network of concepts by building wordnets for seven Europeanlanguages in
a manner similar toPWN, and aligning them by interconnecting synsets rep-
resenting the same concept in different languages by an Inter-Lingual-Index,
or ILI (Vossen 1998: 75). Along the same lines, the BalkaNet project set as
its goal the development of aligned semantic networks for Bulgarian, Greek,
Romanian, Serbian and Turkish, while at the same time extending the existing
network for Czech, initially developed within EuroWordNet(Tufiş et al. 2004:
11). Thirteen scientific and research institutions from Bulgaria, Greece, Ro-
mania, Serbia, Turkey, France, the Netherlands and Czech Republic gathered
within the project consortium. Six teams were formed, each responsible for the
development of a wordnet in one of the six languages. The coreof the Serbian
team was the Human Language Technologies (HLT) group at the Faculty of
Mathematics, University of Belgrade (Krstev et al. 2004: 147).

The initial development of wordnets for the six BalkaNet languages was
planned and realized synchronously. Namely, the core of each monolingual
wordnet was built from several commonly agreed sets with a total of 8516 con-
cepts selected fromPWN. Beyond these sets the network for each language has
been developed independently, but always within the framework set byPWN.
This approach generated some specific problems. Namely, during the work on
the development of the network the following questions haveoften been raised:
are concepts linguistically independent or not, are the lexicalization patterns
for concepts universal, is the structure ofPWN valid for other languages as
well, is the set of semantic relations built inPWNsufficient for all languages
(Vossen 2004: 5). Although the work on the development of specific networks
for Balkan languages often pointed to a negative answer to these questions,
the initially established procedure has not been abandoned. The main reason
was to preserve the mapping of Balkanet wordnets toPWN, thus making them
more applicable in multilingualIR tasks. After the termination of the BalkaNet
project the development of monolingual networks continued, and at present the
Serbian wordnet contains more than 25000 words and about 15000 synsets.

Since wordnets represent concepts by means of synsets, theycan be used in
various ways for tuning user queries to obtain better recalland precision. The
most straightforward is the detection of synonymous words omitted in a query
which can improve recall. Through semantic relations wordnets also point to
closely related concepts, (e.g. more general or more specific), which could also
be candidates for query expansion. However, as we have already pointed out,
the addition of words from synsets to a query needs to be scrutinized in some
way. The relevance parameters we define in the next section could be used
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as a straightforward assessment mechanism for candidate words offered by a
wordnet within a query refinement task.

3 Relevance indices

In order to assess the relevance of each word in a synset for the lexicalization
of the concept it is used for, we will now define a set of very simple and natural
indices as numerical measures of this relevance. The semantic relevance of
words in theIR context is best assessed by observing the way they are used in
a corpus of written texts for a particular language. Thus we define our indices in
direct relation to the occurrences of words in the corpus. Although the proposed
indices were tested using Serbian wordnet synsets and the corpus of Serbian
written texts, the methodology can be applied to any other language without
modification, provided that both the wordnet and a relevant corpus for that
language exist. LetSbe the finite set of all synsets within a wordnet:

S= {Si|Si is a synset describing a specific concept,i = 1,2, . . . ,nS} ,

wherenS equals the total number of synsets within a wordnet; we shallalso
denote bySi ≥ 1 the total number of words within a nonempty synsetSi. Let
W be the finite set of all words used as lexicalizations for one or more concepts:

W = {Wj |Wj is a word in at least one synset,j = 1,2, . . . ,nW}

wherenW equals the total number of different words in the wordnet. When
a wordWj ∈ W is used as a lexicalization of a specific concept, described by
synsetSi , it is used in a specific sense (a sense tag is attached to it), thus yielding
a word-sense pair. We shall denote bywj ≥ 1 the total number of senses the
wordWj is used in, or words-sense pairs for that word within the wordnet.

As we have already mentioned, we build the numerical parameters of a
selected wordWj on the occurrences of this word, together with its inflected
forms, in the corpus of written texts. We shall denote the total number of these
occurrences ofWj ast j , and the number of times the wordWj is used for lexi-
calization of a concept described by synsetSi asci j . In general, the equation

w j

∑
i=1

ci j = t j (1)

holds. However, given the fact that the wordnet might be incomplete, namely
that all senses the word occurs in within the corpus might notbe covered by
the wordnet, it is also possible that

w j

∑
i=1

ci j ≤ t j . (2)
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We need to point out that, simple as it may seem at first glance,the estab-
lishing of the number of times the wordWj is used for lexicalization of a con-
cept described by synsetSi , that isci j , can be a tedious task. Namely, unless the
corpus has previously been semantically annotated using wordnet word-sense
pair codes, the sense in which a word has been used in the corpus must be
established manually. In that case, lexicographers have tobe involved to deter-
mine the sense a word was used in each occurrence, before the corresponding
numbersci j (i = 1,2, . . . ,wj ) can be established.

We will now proceed to the definition of two types of indices. As one word
may appear in different synsets, we will first construct the indices which ex-
press the relevance of a particular wordWj to different synsets the word appears
in. The most natural way to construct such an index for a particular synsetSi

is to compare the number of occurrences of this word in the corpus denoting
the concept represented by synsetSi , that isci j , to the total number of occur-
rences of this word within the corpus, namelyt j . Thus we define thewordnet
relevance indexof the wordWj to the synsetSi as the ratio of the number of
occurrences where this word has been used to denote the concept represented
by the synsetSi and the total number of occurrences of this word in the corpus,
namely:WIi j = ci j /t j . It is obvious that the index range is 0< WIi j ≤ 1, where
WIi j = 1 holds if the wordWj is used in one and only one sense (wj = 1), and
that is to lexicalize the concept described by the synsetSi .

It is easy to prove that the sum of all wordnet relevance indices for a given
wordWj is:

w j

∑
i=1

WIi j ≤ 1 , (3)

where the inequality holds only in the case that all senses the word occurs
in within the corpus are not covered by the wordnet. On the other hand, as a
synset may be composed of several words, we will now construct an index that
expresses the relevance of a particular wordWj within synsetSi in comparison
to other words in that synset. In order to construct such an index we need to
calculate the total number of occurrences of all words within the corpus which
denote the concept represented by synsetSi , namely:

ai =
si

∑
j=1

ci j . (4)

We can now define the ratio of the number of occurrences where the word
Wj has been used to denote the concept represented by the synsetSi and the
total number of occurrences of all words within the corpus denoting the concept
represented by the synset:SIi j = ci j /ai as the synset relevance index of the
word Wj to synsetSi. It should be noted that the range of this index is also
0 < SIi j ≤ 1, whereSIi j = 1 holds when either synsetSi consists of only one
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word (si = 1), and that is wordWj , or other words from that synset have not
appeared in the corpus. It is obvious that the sum of synset relevance indices
for all words in a given synsetSi is

si

∑
j=1

SIi j = 1 . (5)

Let us now take a look at a possible interpretation of the two indices. As
we have already pointed out, each new word added to a query as apossible
lexicalization of a concept generally increases recall andreduces precision.
The indices we defined here can point to the possible impact the addition of a
word will have on both recall and precision. They also indicate whether a word
is synonymous as well as whether it is homonymous or polysemous.

The wordnet relevance indexWIi j clearly indicates whether the wordWj

is used in the wordnet in one (WIi j = 1) or more senses (WIi j < 1), namely
whether it is a homonymous or polysemous word or not. Further, for homony-
mous and polysemous words, it indicates the semantic relevance of the word
to different concepts it relates to. Given the fact that all wordnet relevance in-
dices of a word sum to a value less or equal to one, the higher the index for one
concept, the lower for all the others. For example, a wordnetrelevance index
WIi j > 0.5 indicates that the wordWj is more closely related to the concept
denoted by synsetSi , than to all other concepts it also relates to. The higher the
wordnet relevance index of a word, the smaller the impact on precision caused
by the addition of this word in a query pertaining to the concept denoted by
synsetSi . Simply put, the addition of words with high wordnet relevance in-
dices will not considerably decrease precision. However, this index does not
give any information as to the possible effect of the addition of the wordWj on
recall.

On the other hand, the synset relevance indexSIi j indicates whether the
word Wj is synonymous when it relates to the concept denoted by synset Si .
Namely,SIi j = 1 means that only the wordWj is used to lexicalize the con-
cept denoted bySi , whereasSIi j < 1 means that the synsetSi contains at least
two words. As synset relevance indices for all words in a synset sum to 1, a
relevance indexSIi j > 0.5, indicates that the wordWj is more related to the
concept denoted by synsetSi , than all other words within the synset. Adding a
word with such a relevance index in a query pertaining to the concept denoted
by Si should considerably raise the recall. On the other hand, theindex does
not give any information as to the possible effect of the addition of the word
Wj on precision.

Hence, the assessment of the effects the addition of a word will have should
be made by observing both indices. The “ideal candidate” to be added to a
query pertaining to the concept lexicalized by words in synset Si would be a
wordWj from this synset with both a high wordnet and a high synset relevance
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index. Conversely, a word that has a low value for both indices is a poor can-
didate and should be omitted in query expansion. If the user him/herself has
already inserted the word in the query he/she should be advised to eliminate it.

The two indices can be combined in several different ways. Wepropose
here aglobal relevance index GIi j of the wordWj to the concept denoted bySi

the word belongs to, as a weighted arithmetic mean of the two indices:

GIi j = αWIi j + βSIi j , (6)

whereα +β = 1. In case the user cannot decide which is more important, pre-
cision or recall, the values ofα andβ should be both equal to 0.5; if, however,
s/he gives priority to recall, the value ofβ should be raised at the expense of
α, whereas if the user is more concerned with precision, then agreater value
should be given toα than toβ .

We believe that the simple measures of relevance proposed inthis section
could be of value to the user when deciding which words offered by the word-
net should be considered for query expansion.

Finally, since we have based our approach on the idea of extending a query
using a wordnet, we should point out that another index exists that measures the
extent to which the wordnet covers all possible senses of a word as indicated by
the corpus (Obradović et al. 2004: 183). Namely, due to the fact that all senses
of a word that appear in the corpus are not necessarily covered by the wordnet,
which we have already mentioned, awordnet coverage indexfor the wordWj

can be defined as the ratio

CI j =

w j

∑
i=1

ci j

t j
. (7)

This index does not give any information pertaining to recall or precision
but rather the “quality” of the wordnet with respect to wordWj . The index
ranges between 0 and 1, and in the case of full coverage is equal to 1.

4 The validation procedure

The proposed approach was validated using the Serbian wordnet and different
corpora of Serbian written texts. For validation purposes aset of words that
we called pivotal words was chosen among the nouns and verbs that generate
the largest number of word-sense pairs in Serbian wordnet. In the next step all
synsets in which the pivotal words appeared were analyzed, and the words that
appear in these synsets with the pivotal words were identified, and namedsup-
porting words. The pivotal and supporting words formed the “lexical sample”
as defined by the SENSEVAL project (Kilgarriff and Rosenzweig 2000). The
main objective of the validation procedure was to assess whether the initial
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presumptions on the twofold semantic relevance of the wordsto correspond-
ing concepts, and the relevance indices defined, are supported by experimental
data.

The first corpus of approximately 1.7 million words used in the valida-
tion procedure consisted of contemporary newspaper texts.Using the available
lexical tools concordances were produced for all inflectional forms of both piv-
otal and supporting words. Since the corpus was not semantically tagged using
wordnet word-sense pair codes, the concordances of around 10000 items had to
be manually analyzed by lexicographers. The senses of pivotal and supporting
words were identified and marked using word-sense pair codesfrom the Ser-
bian wordnet. Cases where senses of the word were not coveredby the wordnet
were marked as “other”. On basis of the results obtained indices introduced in
Section 2 were calculated. Before proceeding to an analysisof a few exam-
ples of relevance indices it should be noted that the wordnetcoverage indices
pointed out that the coverage of the corpus by the wordnet still varies consider-
ably. Namely, for the words analyzed the wordnet coverage index ranged from
0.246 to 1. Only 3 out of 12 pivotal words that have been chosenhad the value
of the wordnet coverage index equal to 1, which means that only for these
words have all the senses identified in the corpus been included in the Serbian
wordnet.

Data for the Serbian nounlice and verbproizvestiobtained from the news-
paper corpus are given in Table 1 and Table 2. The first column is the concept
number, the second its definition, and the third the sense in which the pivotal
word is used to describe the concept. Column four gives the frequencies of the
appearance of the pivotal word in different senses within the corpus and the
following columns give the frequencies for supporting words. In the last three
columns the total number of occurrences of all words within the corpus which
denote the concept is given, followed by the wordnet and synset relevance in-
dices. In the bottom row of the table the total number of occurrences of both
the pivotal and supporting words within the corpus is given.

The pivotal wordlice has eight possible senses, and thus belongs to eight
different synsets. In six of them, it is the only synset word,whereas in two
of them supporting wordsuloga, lik andstranaalso appear. However, in the
newspaper corpus this word was identified in only three out ofeight possible
senses (concepts 1, 2 and 3). Concept 4 was added to the table because of the
appearance of the supporting wordstranain the corpus. Cases when the synset
relevance index of a word is 1 are not of great interest for query expansion,
since this is the only word denoting the concept and it has to be used in any
case. We will thus only point out that data from Table 1 show that lice has
the greatest ordnet relevance index for concept 2. However,it is interesting
to observe the effect of this word to queries pertaining to concepts 3 and 4.
Both of its indices for concept 4 are 0, which means that adding this word to
a query pertaining to this concept is not advisable, since itwould not improve
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Table 1:Relevance indices for the wordlice obtained from newspaper corpus

Concept Sense ci j ul
og

a

lik st
ra

na

ai WIi j SIi j

1 The front of the hu-
man head

1a 33 * * * 33 0.063 1.000

2 A part of a person that
is used to refer to a
person

2a 353 * * * 353 0.675 1.00

3 An actor’s portrayal
of someone in a play

2b 1 34 3 * 38 0.002 0.026

4 A surface forming
part of the outside of
an object

5a 0 * * 5 5 0.000 0.000

Other 136

t j 523 208 20 861

recall and would have a detrimental effect on precision. Thesame is basically
true for concept 3, since both indices are also very low. Finally, the wordnet
coverage index forlice is CI j = 0.740, which indicates that around 26% of the
meanings of this word are not yet covered by the wordnet.

As for the pivotal wordproizvesti, its wordnet coverage indexCI j = 0.985,
which means that less than 2% of the meanings of this word are not covered by
the wordnet. Table 2 indicates that this word has the greatest wordnet relevance
index to concept 3, with the corresponding synset relevanceindex being mod-
erately low. However, expanding the query pertaining to concept 3 with this
word could be recommended: recall should be moderately raised, but precision
should not be significantly affected.

In order to test the impact of the nature of the corpus to the values of rele-
vance indices an additional validation was performed on a small literary corpus
of 0.5 million words for a selected set of words. As indicatedby Table 3, show-
ing data for the wordlice obtained from the literary corpus, index values can
be largely affected by the nature of the corpus. Thus, for example, the wordnet
relevance index of the nounlice has dramatically changed for senses 1a and
2a. This does not come as too much of a surprise since the concept that the
meaning 2a refers to is more used in newspaper texts, whereasthe concept that
the meaning 1a refers to is more a literary concept. The changes seem to be far
less dramatic for the synset relevance indices, but in orderto draw some final
conclusions, the impact of the nature of the corpus on relevance indices should
be more systematically tested on larger corpora.

In general, the order of words within a synset is arbitrary. However, once
the indices are calculated, they provide for an ordering of words in the synset.
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Table 2:Relevance indices for the wordproizvestiobtained from newspaper corpus

Concept Sense ci j pr
ou

zr
ok

ov
at

i

po
ta

kn
ut

i

iz
ne

dr
iti

pr
oi

zv
od

iti

na
pr

av
iti

ai WIi j SIi j

1 Cause to occur or
exist

1a 6 31 1 * * * 38 0.09 0.16

2 Be the cause or
source of

1b 1 * * 0 * * 1 0.02 1

3 Create or manu-
facture a man-
made product

3 59 * * * 106 21 186 0.88 0.32

Other 1

t j 67 31 1 99 114 159

Several possibilities exist, but a natural ordering would be in decreasing order
of the global relevance index with parametersα andβ chosen according to
the preferences of the user. In order to optimize query expansion, the candidate
words for expansion could then be offered to the user in this order.

Table 3:Relevance indices for the wordlice obtained from newspaper corpus

Concept Sense ci j ul
og

a

lik st
ra

na

ai WIi j SIi j

1 The front of the
human head

1a 380 * * * 380 0.936 1

2 A part of a per-
son that is used to
refer to a person

2a 3 * * * 3 0.007 1

3 An actor’s por-
trayal of some-
one in a play

2b 3 6 1 * 10 0.007 0.300

4 A surface form-
ing part of the
outside of an ob-
ject

5a 2 * * 4 6 0.005 0.333

Other 18

t j 406 22 25 287

Besides query expansion, the indices defined in this paper can also be used
for wordnet refinement. Namely, if the value of the synset relevance indexSIi j
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for the wordWj is close to 0, it can indicate that the word has been misplaced
in synsetSi , especially in the case when at the same time both its total occur-
rence in the corpust j and the total number of occurrences of all words within
the corpus which denote the concept represented by synsetSi, namelyai, are
considerably greater than 0. For instance, that could be thecase for the word
napraviti in the synset denoting concept 3 in Table 2. The total number of oc-
currences of the wordnapraviti is relatively big (t j = 159) and the total number
of occurrences of all words within the corpus in the synset denoting concept 3
is also considerably high (ai = 186). However, if the synset relevance index for
napraviti is calculated for the synset denoting concept 3, a relatively low value
(SIi j = 0.113) is obtained. Thus, the synonymy of the wordnapraviti with the
pivotal wordproizvestishould be reconsidered.

5 Conclusion

The wordnet and synset relevance indices proposed in this paper as a measure
for semantic relevance of a word to a concept the word denoteshave been ap-
plied on a small sample of chosen words and corpora for validation purposes.
The results obtained indicate that the rationale for their definition rests on solid
grounds. However, further analysis and testing on larger and balanced corpora
are needed for their proper assessment. The problem within the validation pro-
cedure is the determination of senses a word is used in the corpus. Namely, a
prerequisite for this validation is the tagging of the wordsin the corpus with
senses used in the wordnet. To that end, automatic or semi-automatic proce-
dures are needed in order to alleviate the time-consuming task of manual sense
assignment. The indices can be useful in query expansion fordetermining the
impact of the addition of a word on the precision and recall ofthe query. The
calculation and assignment of indices should be focused on the most frequently
used words in the corpus in the initial phase. The sensitivity of indices to the
type of texts they are drawn from has been noted, but it also needs further inves-
tigation. Relevance indices can be used for wordnet refinement as well, since
the determination of synsets for a given concept is not always a simple task.
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Distribution of canonical syllable types in Serbian

Ivan Obradović, Aljoša Obuljen, Duško Vitas,
Cvetana Krstev, Vanja Radulović

1 Introduction

If a canonical syllable type in a given language is denoted bya combination
of the letter V, which stands for the “nucleus” of the syllable, usually a vowel,
and one or more letters C, representing consonants, which surround the nu-
cleus, forming its “periphery”, then each syllable belongsto a specific canon-
ical syllable type. It has been argued by Zörnig and Altmann (1993: 190) that
the number of different syllables within a given canonical syllable type is nei-
ther chaotic nor deterministic, but rather follows a stochastic distribution. This
opens the problem of finding a model, namely an adequate probability distri-
bution that would fit the empirical data obtained by extracting syllables from
texts of a given language and grouping them into canonical syllable types. A
related issue to be solved is whether each language requiresa specific model
or more general models exist for languages belonging to the same group, such
as Slavic languages; maybe even a universal model can be found.

The first result in solving this complex problem was presented by Zörnig
and Altmann (1993). The essence of their approach to modeling canonical
syllable types can be summarized in three steps. The first step is to propose
a model with several parameters, the second is to estimate parameter values
based on empirical data, namely a sample of canonical syllable types, and the
third to apply the model with estimated parameters and compare the results ob-
tained by the model and the empirical data. Although aware that this approach
can be criticized for estimating parameters from a sample and then compar-
ing the results obtained by this estimation to the same sample, we nevertheless
decided to follow the same approach in our research.

Following the aforementioned procedure Zörnig and Altmannproposed a
particular mathematical model and validated that model on asample from In-
donesian. The basis for the model was the discrete two-dimensional approach
(Wimmer and Altmann 2005: 334) to the application of a truncated Conway-
Maxwell-Poisson distribution (Conway and Maxwell 1962). Starting from a
sample of 610 Indonesian syllables grouped into 12 canonical syllable types,
they estimated the four model parameters, applied the model, and then fur-
ther adjusted the results with two weight factors, to finallyobtain satisfactory
results.
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Given the successful application of the Zörnig-Altmann model to Indone-
sian, this model presents a natural starting point for modeling canonical sylla-
ble types for other languages. However, to the best of our knowledge, no results
were reported as to the validity of this model in any other language, although
the Zörnig-Altmann Indonesian sample has been used, yet in another context,
namely for the distribution of the average number of phonemes per syllable
in the function of the number of syllables per lexical unit, in comparison with
an English sample (Rousset 2004: 95, 110). For that matter, we are also un-
aware of a comparable model proposed for any other language.Thus our initial
step in investigating the distribution of the number of different syllables within
canonical syllable types in Serbian was to retrace the procedure outlined by
Zörnig and Altmann. To that end we have extracted syllables from two Serbian
texts generating two samples both of a size comparable with the Indonesian
sample. As the Zörnig-Altmann model failed to produce acceptable results for
Serbian, we proceeded by investigating another possibility, but it also failed
to capture the stochastic distribution of canonical syllable types in Serbian, if
such distribution indeed exists.

In Section 2 we outline the procedure we used for creating thetwo samples
of canonical syllable types in Serbian. In Section 3 resultsof the application
of the Zörnig-Altmann to Serbian are given. In Section 4 we discuss the re-
sults obtained by the alternative model, and in the final Section we give our
conclusions.

2 Collecting syllable data for Serbian

There are five vowels in Serbian: ‘a’, ‘e’, ‘i’, ‘o’ and ‘u’, and each of them can
function both as a syllable by itself or as a syllable nucleusaccompanied by
one or more consonants. In addition to that, the consonant ‘r’ can also function
as a syllable nucleus in Serbian. However, as opposed to the five vowels, this
“syllabic” consonant cannot be a syllable all by itself, butonly accompanied by
one or more other consonants as in the words “prst” (finger) or “vrt” ( garden).
Nevertheless, we still have six canonical forms of the “V” type in Serbian.
Namely, the consonant “s”, although unable to perform the “syllabic” function
the way “r” can, may appear in texts all by itself as the abbreviated form of
the preposition “sa” (with), and hence be considered as the sixth canonical “V”
type syllable.

In order to investigate possible models of canonical syllable type distribu-
tion in Serbian, we have extracted syllables from sample texts coming from
two sources: a monograph on the University of Belgrade and the literary mag-
azineKnjiževne novine. The first text, extracted from the monograph, consisted
of around 10700 word tokens, whereas the other, from the literary magazine,
consisted of about 13200 word tokens. Thus their size was comparable to the
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Indonesian sample used by Zörnig and Altmann, which had around 15000 word
tokens. Syllables were extracted from words following a semiautomatic proce-
dure. Namely, we used a software product named RAS consisting of a spell-
checker for Serbian and a hyphenator (Stojanović 2001). This software han-
dles all relevant coding schemes, both alphabets used in Serbian (Cyrillic and
Latin), as well as the “ekavian” and “ijekavian” dialect. However, both sam-
ple texts were in “ekavian”. The hyphenator breaks word forms into syllables
by inserting optional hyphens between two syllables withina word following
a set of rules and a library of exceptions. However, the hyphenation rules for
Serbian prohibited some words to be completely broken into syllables by RAS.
Namely, according to these rules, a word can never be hyphenated after its first
letter even if this letter is a vowel representing a syllableby itself. Conversely, a
word cannot be hyphenated before its last letter even if it is, again, a vowel rep-
resenting a syllable. Thus for example the word “ugao” (angle) with as much
as three vowels, and hence three syllables: “u”, “ga” and “o”, cannot be broken
into syllables by hyphenation, and hence RAS does not inserta single optional
hyphen between the three syllables of this word. As a consequence of these
rules, results obtained by RAS had to be manually checked andcorrected in
order to complete the procedure of extracting all syllablesfrom word forms.
Once this had been accomplished, we grouped the syllables into canonical syl-
lable types and counted them.

When we completed the aforementioned procedure, the first text of 10700
word tokens generated nearly 29000 syllables, of which 964 were different,
within 11 canonical syllable types; the data are represented in Table 1).

Table 1:Number of syllables within canonical syllable types for theUM sample

V VC VCC

V 6 34 3
CV 128 424 26
CCV 176 126 7
CCCV 23 11

The other text had 13200 word forms, which also generated around 29000
syllables, but this time 1378 of them different, within 12 canonical syllable
types (cf. Table 2).

We decided to keep the two samples apart, and we will further refer to them
as theUM (University Monograph) andLM (Literary Magazine) samples. The
majority of syllables in both samples definitely belong to the CVC type, which
is a feature Serbian shares with many other languages, including Indonesian,
the language Zörnig and Altmann used for testing their model. On the other
hand, the syllable CVCCC type had only one representative, namely the single-
syllable word “tekst” (text), which appeared only in theLM sample (although
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Table 2:Number of syllables within canonical syllable types for theLM sample

V VC VCC VCCC

V 6 44 7
CV 133 620 38 1
CCV 253 221 10
CCCV 33 12

five times), but not once in theUM sample, thus equalling the lack of the fourth
column in Table 1.

Although the majority of syllables belong to the CVC type followed by the
CCV type as the second largest, if we look at Tables 3 and 4, which give the
five most frequent syllables in both samples, we will notice that none of them
belong to the largest CVC syllable type.

Table 3:Five most frequent syllables in theUM sample

Syllable Frequency Type

u 1028 V
na 873 CV
o 784 V
ni 754 CV
i 748 V

Table 4:Five most frequent syllables in theLM sample

Syllable Frequency Type

o 1047 V
je 917 CV
i 871 V

na 695 CV
u 674 V

Even more, once we ordered the syllables by the frequency of their ap-
pearance in the sample, the first CVC syllable type in theUM sample (“ver”)
appeared in place 21 with 307 occurrences, most probably dueto the frequently
used word university (“u-ni-ver-zi-tet”) in the University monograph, whereas
the rank of the first CVC syllable type in theLM sample (“nog”) was down all
the way to 73, with only 93 occurrences. Hence, we should keepin mind that
we are dealing here with the numbers of different syllables of a certain type
rather than frequencies of particular syllables, which might, naturally, also be
a subject of a similar research.
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3 Applying the Zörnig-Altmann model to Serbian

As we have already mentioned, the successful application ofthe Zörnig-Alt-
mann model to Indonesian made this model a natural starting point in our at-
tempt to find a model for canonical syllable types in Serbian.We will now
briefly outline the model and parameter estimation procedure followed by Zör-
nig and Altmann, which we have retraced for Serbian.

Denoting the probability of a canonical syllable type withi consonants be-
fore andj consonants after the nucleus asPi j , the authors proposed the follow-
ing distribution:

Pi j =
aib j

(i!)k ( j!)mP00 i, j = 0,1, . . . ,4 (1)

whereP00 results from normalization, namely

P00 =

[

4

∑
i=0

4

∑
j=0

aib j

(i!)k ( j!)m

]−1

.

The authors justified the restriction ofi, j ≤ 4 by arguing that the sylla-
ble periphery cannot be infinite. This is an obvious fact, andthe periphery
limits were indeed corroborated by experimental data both for Serbian and In-
donesian. Even more, in both casesi and j never exceeded 3. As for the four
parameters,a, b, k andm, the authors proposed that they be estimated from cor-
responding frequency types from experimental data. If the number of different
syllables belonging to the canonical syllable type withi consonants before and
j consonants after the nucleus in the sample is denoted asni j , the following
parameter estimations follow:

a =
n10

n00
,

b =
n01

n00
,

k =

ln

(

a · n10

n20

)

ln2
,

m=

ln

(

b · n01

n02

)

ln2
.

(2)

In addition to that, arguing that every language prefers oneor more syllable
types, the authors also proposed that the probabilities obtained by the afore-
mentioned distribution be weighted by two weight factorsa andb, proposing
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for their Indonesian sample the following modification of the initial distribu-
tion:

P′
i j =

{

β ·Pi j for i = j = 1

α ·Pi j for i, j = 0,1, . . . ,4, if i 6= 1 or j 6= 1
(3)

Finally, they suggested that the weight factors again be estimated from ex-
perimental data as follows:

α = 1+ n10 ·b−n11
N ,

β = α ·n11
n10 ·b ,

(4)

whereN stands for the sum of all different syllables within canonical syllable
types appearing in the sample:

N =
4

∑
i=0

4

∑
i=0

ni j .

The authors then proceeded to estimate the four model parameters and two
weight factors from the sample of canonical syllable types for Indonesian given
in Table 5.

Table 5:Number of syllables within canonical syllable types for theIndonesian sample

V VC VCC VCCC

V 6 36 7
CV 36 391 44 2
CCV 9 61 13
CCCV 1 4

They further applied their model and the weight factors, andobtained a
model prediction for the same sample size, which they assessed as obviously
acceptable without test (Zörnig and Altmann 1993: 196). Model prediction is
given in Table 6, but we must note that the results slightly differ from those in
the original Zörnig and Altmann paper. Namely, as more than 15 years have
passed from its publication, we were now able to recalculateall values with
greater precision without too much effort. A comparison of Tables 5 and 6,
however, corroborates the conclusion reached by Zörnig andAltmann.

We applied the Zörnig-Altmann approach on the two samples ofSerbian
canonical syllable types independently, following the outlined steps, with a
slight modification we will mention shortly. However, the initial brief com-
parison of Serbian samples with the Indonesian sample already showed that
syllables types follow a substantially different pattern in the two languages.
Namely, numbers of syllables within Indonesian syllable types display a con-
siderable symmetry when consonants are added to the syllable type on the left
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Table 6:Number of syllables within canonical syllable types for Indonesian obtained
by the model

V VC VCC VCCC

V 6.2 37.2 7.2 0.2
CV 37.2 404.1 43.4 1.1
CCV 9.3 55.8 10.9 0.3
CCCV 0.4 2.2 0.4 0

and right sides of the nucleus. This feature is, essentially, compliant to the
symmetry of the model itself along the two dimensions. However, this is not
the case with Serbian, indicating possible problems in model application. This
difference can best be observed on the V-VC-VCC and V-CV-CCVsyllable
type sequences, which are especially important since they serve as the basis
for estimating model parameters. In case of Indonesian these sequences are
almost identical (6-36-7) and (6-36-9), whereas in Serbianthey differ signifi-
cantly, namely (6-34-3) and (6-128-176) for theUM sample, and (6-44-7) and
(6-133-253) for theLM sample. Although the V-VC-VCC patterns in Serbian
an Indonesian are similar, the V-CV-CCV pattern is completely different due
to a very high number syllables belonging to the CCV type in both samples.

When we applied the model to two Serbian samples, without theweight
factors, we obtained results presented in Tables 7 and 8.

Table 7:Number of syllables within canonical syllable types forUM obtained by the
model

V VC VCC VCCC

V 2.2 12.7 1.1 0
CV 48.0 271.9 24.0 0.2
CCV 66.0 373.8 33.0 0.3
CCCV 18.2 103.4 9.1 0.1

Table 8:Number of syllables within canonical syllable types forLM obtained by the
model

V VC VCC VCCC

V 1.7 12.6 2 0
CV 38.0 278.8 44.4 0.8
CCV 72.3 530.3 84.4 1.4
CCCV 32.7 239.9 38.2 0.6
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If they are compared with the initial samples given in Tables1 and 2 it is
obvious that the difference between empirical and theoretical results is too big
to justify the model. It should be noted that we have refrained from the weight
factors, as it turned out that they only further enlarge the difference between
empirical and theoretical results.

In order to illustrate the difference in results for Indonesian and Serbian we
used a simple measure of estimation error, namely the squareroot of the mean
squared difference between the number of syllables within canonical syllable
types obtained from the sample (ni j ) and the one obtained by the model for a
sample of the same size (n′i j ):

e=

√

√

√

√

√

3
∑

i=0

3
∑
j=0

(

ni j −n′i j
)2

16
. (5)

In the case of Indonesian the error was 3.6, which equals only0.59% of the
sample size, whereas for Serbian the error amounted to as much as 84.0 (UM)
and 140.0 (LM), equaling 8.71% and 10.16% of the sample size, respectively.

4 Investigating the alternative model

Although the results we have obtained clearly indicated that the Zörnig-Alt-
mann model cannot be applied to predict the number of different syllables
within canonical syllable types in Serbian, this did not necessarily mean that
this number does not follow a stochastic distribution. Indeed, if we compare
the frequency distribution of different syllables within canonical syllable types
in two independent Serbian samples, given in Table 9, we willobserve that
they do follow a similar pattern, which is also obvious from the accompanying
Figure 1.

Table 9:Frequency distribution of syllables within canonical syllable types in two
Serbian samples (in %)

V CV VC CCV CVC VCC

UM 0.62 13.28 3.53 18.26 43.98 0.31
LM 0.44 9.65 3.19 18.36 44.99 0.51

CCCV CCVC CVCC CCCVC CCVCC CVCCC

UM 2.39 13.07 2.70 1.14 0.73 0
LM 2.39 16.04 2.76 0.87 0.73 0.07

Thus, further models, based on the same general hypothesis of stochastic
distribution of different syllables within canonical syllable types, were worth
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V CV VC CCV CVC VCC CCCV CCVC CVCC CCCVCCCVCCCVCCC

0

1 0

2 0

3 0

4 0

5 0

UM

LM

Figure 1: Frequency distribution of syllables within canonical syllable types in two
Serbian samples

investigating. The alternative model we tried to apply to Serbian syllable types,
similar to the approach Beőthy and Altmann (1984) used for semantic diversi-
fication of Hungarian verbal prefixes, was the two-dimensional negative bino-
mial distribution, namely

Pi j =

(

a+ i −1
i

)(

b+ j −1
j

)

cid jP00 , (6)

wherea, b, c andd are model parameters, andP00 is the sum of all values
yielding the normalizing constant:

P00 =

[

4

∑
i=0

4

∑
j=0

(

a+ i −1
i

)(

b+ j −1
j

)

cid j

]−1

. (7)

The first problem we encountered with this model was that parameter esti-
mations from sample values by analogy to the Zörnig-Altmannmodel yielded
negative parameter values, and could thus not be applied. Wethen resorted to
different approaches to the estimation of model parameters. We first tried to
obtain the parameters by the minimization of the sum of squared differences
between the theoretical (model) and empirical (sample) frequencies, namely

3

∑
i=0

3

∑
j=0

(

Pi j −
ni j

N

)

2

. (8)

Parameter values obtained in this manner were now acceptable, but the re-
sults obtained by applying the model with these parameters were again unsat-
isfactory. The error measuree that we have used to assess the Zörnig-Altmann
model was 85.0 forUM and 126.9 forLM, or 8.82% and 9.21% of the sample
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size, respectively. Thus the alternative binomial model generated errors close
to those obtained by applying the initial Zörnig-Altmann model to the two Ser-
bian samples.

In order to rule out the possibility that the alternative binomial model keeps
failing in the case of Serbian due to inappropriate parameter estimation, we
made yet another attempt to estimate model parameters, thistime by using
maximum likelihood estimation, namely by maximizing the expression

log

[

3

∏
i=0

3

∏
i=0

P
ni j
i j

]

. (9)

Parameter values obtained by this estimation were again acceptable, but the
model produced results with an even greater error of 90.6 forUM and 129.5
for LM, accounting for 9.40% of the sample size in both cases.

In order to justify the two alternative approaches to parameter estimation,
we decided to the test their results by estimating parameters in the initial Zörnig-
Altmann model for Indonesian by both approaches and comparemodel results
based on alternative parameter estimations with the results obtained by the pa-
rameter estimation approach used by Zörnig and Altmann. When applied in the
initial Zörnig-Altmann model for Indonesian, parameters estimated by the min-
imization of squared differences between theoretical and empirical frequencies
yielded the results presented in Table 10. If these results are compared with the
original sample in Table 5, they can be assessed as quite satisfactory.

Table 10:Number of syllables within canonical syllable types for Indonesian obtained
by the Zörnig-Altmann model with parameters estimation by minimization

of the sum of squared differences

V VC VCC VCCC

V 4 39.4 4.8 0
CV 39.6 392.9 48.1 0.5
CCV 6.5 64.9 7.9 0.1
CCCV 0.1 1 0.1 0

This is especially true given the fact that they were obtained without the
application of the two weight factorsa andb. Although parameter values were
slightly different from the values estimated by the original Zörnig-Altmann
approach, the model generated results with an error of only 2.7, or 0.44% of
the sample size, which is less than the error obtained by estimating parameters
according to the original approach.

Using maximum likelihood estimation for parameters in the Zörnig-Alt-
mann model for Indonesian yielded the results presented in Table 11. The error
was this time 5.9, or 0.97% of the sample size, which is more than in the two
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previous cases, but still acceptable, as the error still remained under 1% of
the sample size. Besides, it should be noted that the resultswere once again
obtained without the application of the two weight factorsa andb.

Table 11:Number of syllables within canonical syllable types for Indonesian obtained
by the Zörnig-Altmann model with maximum likelihood estimation of

parameters

V VC VCC VCCC

V 4.4 40.8 5.6 0.1
CV 40.3 374.0 51.3 0.6
CCV 7.9 73.0 10.0 0.1
CCCV 0.1 1.5 0.2 0

Hence, parameter estimation by minimization of squared differences be-
tween theoretical and empirical frequencies and maximum likelihood estima-
tion for parameters proved to be fully acceptable as alternatives to the parame-
ter estimation used by Zörnig and Altmann. Failure to obtainsuccessful results
for the alternative model for Serbian thus could not be attributed to parameter
estimation, but rather to the model itself.

Wrapping up this research we made two more experiments. First, in order to
confirm that failure to obtain successful results for the initial Zörnig-Altmann
model for Serbian could also not be attributed to parameter estimation, we used
both minimization of the sum of squared differences and maximum likelihood
estimation to obtain parameters for Serbian syllables, butto no avail. Second,
to verify whether the alternative binomial model fails for Serbian only, we tried
both parameter estimation approaches to fit this model to Indonesian syllables,
but that did not yield satisfactory results either.

Hence, our research confirmed that neither the Zörnig-Altmann model nor
the alternative model can be applied for modeling canonicalsyllable types in
Serbian. On the other hand, it also confirmed that the Zörnig-Altmann model
fits Indonesian data, no matter which of the three methods forparameter es-
timation is applied (Table 12). Finally, it also confirmed that the alternative
Altmann model not only fails when applied to Serbian, but fails also on In-
donesian.

5 Conclusions

Modeling the distribution of canonical syllable types in a given language turns
out to be an extremely challenging problem in quantitative linguistics, as wit-
nessed by our attempt to find such a model for Serbian. Our research results
outlined in this paper, involving two languages, two modelsand three ap-
proaches to model parameter estimation indicate that a search for a universal



156 Ivan Obradović et al.

Table 12:Comparing approaches to parameter estimation for the Zörnig-Altmann
model for Indonesian

Error Error
Parameter without Weight after

value weighting factors weighting

a b k m e1 α β e2

Original 6 6 4.59 4.95 21.25 0.71 1.29 3.63
LSE 9.97 9.92 5.92 6.34 2.66
MLE 9.17 9.28 5.55 6.08 5.87

model does not look like a promising task. Hence, models should be inves-
tigated for a particular language, possibly language groups of kin languages.
However, we failed to reach even this moderate goal in the case of Serbian,
and the problem remains open. We would like to point out that in our pursuit
for an adequate model we have tried several other options, but so far without
success, and we refrained from burdening this paper with more negative results.

Another interesting research direction that we might take in the future would
be to investigate possible models for the frequency distribution of all syllables,
not only different syllables within canonical syllable types. Namely, as we have
already noted, in the case of Serbian the most frequent syllables do not belong
to the most frequent canonical syllable types, and the distribution of syllables
follows an entirely different pattern from canonical syllable types. Thus further
research in this area might take two different directions: searching for a model
of the distribution of frequencies of canonical syllables types and searching for
a model of distribution of frequencies of single syllables.
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Statistical reduction of the feature space of text
styles

Vasilij V. Poddubnyj, Anastasija S. Kravcova

1 Introduction

The style of a text is characterized by a random feature set that can include syn-
tactic words, high frequency words, bigrams, etc. Every feature is measured by
a relative frequency of the occurrence in the text. These frequencies specify
the feature space of text styles. Every frequency set can be presented geometri-
cally as a point in a multidimensional feature space. A number of different texts
form a point “cloud”, or a text scatter plot. However, these features are not of
the same value. Some features describe better the style of the author or genre:
they have greater frequency variance and better distinguish texts of different
authors or genres. Others have smaller frequency variance and less discrimi-
nation. Besides there are some “noise” features. In most cases, these features
are statistically related to each other. This means that a random feature set has
redundancy. This paper considers the transformation of thefeature space that
allows one to find a minimal set of statistically independentlatent features.

2 Principal component analysis

A widely used statistical method of feature space transformation is that of Prin-
cipal Components Analysis – PCA (Afifi and Azen 1979). This method consists
of the orthogonal linear transform of data to a new coordinate system in which
the greatest variance of any projection of the data lies on the first coordinate
(called the first principal component), the second greatestvariance on the sec-
ond coordinate, and so on. As a result, new factors (principal components) are
uncorrelated, and the first few components almost completely define the whole
scatter of points; so the components with small variances can be omitted. In
the space of the first two principal components, the scatter of text-points is
maximal. New features (factors) are defined by factor loadings which are the
coefficients at the initial factors. Principal component analysis requires only
regularity of the correlation matrix of frequency features. The frequency distri-
bution may be arbitrary and not necessarily Gaussian. However, the probabilis-
tic approach to principal component analysis is substantially based on normal
feature distribution (Lawrence 2005). Normalization of features requires a non-
linear transformation of the initial feature space.
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3 Discriminant analysis

Another method of dimensional reduction is that of Discriminant Analysis (cf.
Klecka 1980, Kendall and Stuart 1979. This method consists of a linear trans-
formation of the coordinates of a feature space which leads to the maximization
of the discrepancy of the average values of new features in different classes.
The deviations of new features from their average values areuncorrelated and
have equal variances within the classes. In the case of text analysis, the classes
are the groups of texts that differ either in author, or in genre, or in gender of
the author, or in age of the author, etc. Hence, the number of classes equals the
number of authors, genres, etc. The direction of the first axis of the new feature
space (coordinate axis of the first discriminant functions –DF) is chosen so
that the centers of classes have maximum difference from each other on this
axis (for the first DF). The second axis (coordinate axis of the second DF) is
directed at a right angle to the first axis so that centers of classes have max-
imum difference from each other on this axis (for the second DF). The third
axis is directed at a right angle to the plane of the two above mentioned axes,
etc. The dimension of the new feature space (of DF) is less than the lesser of
the dimension of the initial space and the number of classes minus one. The
discrimination property of discriminant function decreases monotonically as
the number of DF grows (in the space of the first two DF, the centers of classes
differ from each other in maximal degree).

4 Ranking and normalization of frequency features of text style

Formally, discriminant analysis does not require the feature distribution to be
normal, the same as principal component analysis. But, it needs non-degener-
acy of the correlation feature matrices within and between the classes. How-
ever, evaluation of the quality of the discriminant function method (statistical
significance of DF) is based on normality of features distribution. The normal-
ization of features presumes a proper nonlinear transformation of the initial
feature space (reduction to the Gaussian distribution).

Most methods for solving discrimination, classification, and recognition
problems (such as discriminant analysis, Bayes classification, recognition meth-
ods, etc.) are based on the normal (Gaussian) feature distribution (Klecka 1980,
Kendall and Stuart 1979). At the same time, relative frequencies of the initial
feature system of the text style not always correspond to normal distribution.
By this reason the application of the well-known parametricmethods of mathe-
matical statistics to text analysis is questionable.

As for the implementation, these methods are not always mathematically
correct. Therefore two approaches are possible. The first approach consist of
developing non-parametric (distribution-free) methods of discriminant analy-
sis, classification, and recognition. The second approach is to find a nonlinear
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transformation of the absolute and relative frequencies ofinitial features that
ensures the normality of both the feature distribution and the principal compo-
nent and discriminant functions related to them.

This paper proposes a method of the second approach. Let us consider an
ordered series of the relative frequencies for each featurein the analyzed text.
Let n texts of different (in general) volumesNi , i = 1, . . . ,n, be examined. We
selectm features of text style (for example,m syntactic words or bigrams).
Each j-th feature (j = 1, . . . ,m) occurs in thei-th text νi j times. The num-
bersνi j are absolute frequencies of the occurrence of thej-th feature in the
i-th text and can be presented in a table where the columns correspond to the
features and the rows to the texts. It is obvious that the sum of absolute fre-
quenciesνi j gives the whole numberνi of occurrence of the features set in
the i-th text: ∑m

j=1 νi j = νi , i = 1, . . . ,n. Then pi j = νi j /ν j is the relative fre-
quency of thej-th feature ini-th text; ∑m

j=1 pi j = 1 for all i = 1, . . . ,n. Thus
the relative frequencies show the relative parts of features and assume values
in the interval from 0 to 1, so they cannot be modeled in general by the normal
distribution. The set of frequencies in thei-th row (thei-th text) forms a vector-
row that specifies the coordinates of thei-th point-text in the feature space. We
order the relative frequencies of eachj-th feature in all the texts (across the
j-th column, thej-th sample) in ascending order. The place of each element
of a sample in the ordered series is called its rank. Thus, thevector-column
p j = (p1 j , p2 j , . . . , pi j , . . . , pn j)

T of relative frequencies of thej-th feature cor-
responds to the column-vectorr j = (r1 j , r2 j , . . . , r i j , . . . , rn j)

T of their ranks,
j = 1, . . . ,m. It will be noted that equal frequencies must have the same rank
which is the arithmetic mean value of ranks in a bunch of equalfrequencies.
In this case, the row-vectorpi = (pi1, pi2, . . . , pi j , . . . , pim) of relative features
frequencies will be matched by the row-vectorr i = (r i1, r i2, . . . , r i j , . . . , r im) of
their ranks,i = 1, . . . ,n.

It is a well known fact (Hollander and Wolfe 1999) that, undergeneral
conditions, the ranks have the uniform probability distribution in the interval
from one to the sample sizen. It follows from the fact that the empirical integral
distribution function of ranks is the uniformly increasingstep function on the
interval[0,n].

Let us divide each element of the column-vector of ranksr j by n+ 1.
Then the range of ranks will be the unit interval[0,1] with step 1/(n+ 1),
so ranks from 1 ton will be transformed to the relative ranks from 1/(n+ 1)
to n/(n+ 1). Nonexistent ranks 0 andn+ 1 will correspond to the boundary
values 0 and 1 of the interval[0,1]. A vector of ranks obtained in this way
will be called a vector of relative ranks. Then every column-vector of relative
ranks will be transformed by making use of the function inverse to the inte-
gral function of the standard normal distribution. As a result, we get the set
of column-vectorsx j = (x1 j ,x2 j , . . . ,xi j , . . . ,xn j)

T , j = 1, . . . ,m, that are corre-
lated and have the standard normal distribution function. The column-vector
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xi = (xi1,xi2, . . . ,xi j , . . . ,xim), i = 1, . . . ,n, will characterize thei-th text by the
set of normally distributed new features that are correlated and have zero mean
and unit variance. New features are normally distributed relative to the ranks
of the relative frequencies of initial features.

As a result, we come to the nonlinear transformation of an initial feature
space of non-normally distributed relative frequenciesν in a new feature space
of normally distributed relative ranksx. This allows one to use the parametric
methods of discriminant analysis and classification (Klecka 1980, Kendall and
Stuart 1979).

5 Mathematical tools of principal component analysis

Now we will find then-column-vectorsyl = (yl1,yl2, . . . ,ylm)T , l = 1, . . . ,m,
of principal the components of the normalized data{x j} by the linear transfor-
mationsyl = xUl −yl0. Hereyl0 = x..Ul are scalars (average values of principal
components),x.. – the m-row-vector of the average valuen-column-vectors
{x j}, x.. = ∑n

i=1xi j /n, j = 1, . . . ,m; them-column-vectors of coefficients{Ul}
are eigenvectors of the following symmetric positive definite empirical co-
variancem×m-matrix K of vectors{x j}. The coefficient vectors correspond
to nonnegative eigenvaluesλ1,λ2, . . . ,λl , . . . ,λm that decrease monotonically
with the growth of indexl . These nonnegative eigenvalues define the variances
of the principal components. Thus we have:

KUl = λlUl , K j j ′ =
1

n−1

n

∑
i=1

(xi j −x. j)(xi j ′ −x. j ′), (1)

Myl = 0, Dyl = λl , j, j ′, l = 1, . . . ,m, (2)

whereM is the mathematical expectation,D is the variance, eigenvalues{λl}
are the roots of characteristic equation det(K − λ I) = 0. In this equationI is
the identity diagonal matrix. We choosek < m of the first principal compo-
nents as new features from the principal component system. The new features
correspond to the first eigenvalues, greater than unity. As aresult, we get the
nonlinear statistical reduction of the feature space of texts style. The space ob-
tained has a smaller dimension than the initial one.

6 Mathematical tools of discriminant analysis

Now we will find the n-column-vectors of the discriminant functions (DF)
zl = (zl1,zl2, . . . ,zln), l = 1, . . . ,q, q = min(m,g− 1), of the normalized data
{x j} by applying the linear transformationszl = xVl − zl0, wherezl0 = x..Vl
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are scalars,x.. is them-row-vector of average values ofn-column-vectors{x j};
x.. j = ∑n

i=1xi j /n, j = 1, . . . ,m; the m-row-vectors{Vl} are eigenvectors that
correspond to the matricesB and W and obey the equationBVl = λlWVl ,
l = 1, . . . ,q. The set{λl > 0} is composed of their firstq eigenvalues, that
satisfy the equation det(B−λW) = 0 (Klecka 1980). HereB = T −W, where
T/(n−1) is the total covariancem×m-matrix of vectors{x j}:

Tj j ′ =
g

∑
k=1

nk

∑
ik=1

(xik j −x.. j)(xik j ′ −x.. j ′), j, j ′ = 1, . . . ,m . (3)

Inner summation is taken by the indices (rows) that correspond to thek-th class,
ik = 1, . . . ,nk, wherenk is the number of the elements (rows) of thek-th class;
∑g

k=1nk = n; W/(n−g) is the within-group covariancem×m-matrix of vectors
{x j}:

Wj j ′ =
g

∑
k=1

nk

∑
ik=1

(xik j −x.k j)(xik j ′ −x.k j′), j, j ′ = 1, . . . ,m . (4)

Herex.k j = ∑nk
ik=1xik j/nk, k = 1, . . . ,g, j = 1, . . . ,m are elements of theg×m-

matrix of average values of vectors{x j} in the group (class). When aver-
age values of vectors{x j} for different classes (centers of classes) are equal
(x.k j = x.. j, k = 1, . . . ,g), then matricesT andW coincide, and all elements
of the matrixB are zero. But if the averages for different classes differ from
each other, then the values of elements of matrixB specify the discrepancy
measure between the groups (classes). The maximization of expressionλl =
(VT

l BVl )/(VT
l WVl ), l = 1, . . . ,q, with respect to the weight vectorsVl provides

the maximum discrimination ability of DF and leads to equationBVl = λlWVl ,
l = 1, . . . ,q, that defines the eigenvectors of the matrixW−1B. Variables{λl}
are eigenvalues of this matrix. They give the discrepancy measure between the
classes for each DF, in the order of decreasing eigenvalues.

The utility of eachl -th DF (for every new feature that is obtained in this
way from the initial features) can be evaluated by means of the canonical cor-
relation coefficient (Klecka 1980)Rl =

√

λl/(1+ λl), 0≤ Rl < 1, l = 1, . . . ,q.
This coefficient expresses the level of statistical relationship of thel -th DF with
its classes. The nearer the coefficient of canonical correlation is to 1, the higher
is its relationship with its classes, and the greater and more secure is its dis-
crimination of the class centers. This allows one to answer the question how
many discriminant functions from the maximum numberq = min(m,g−1)
ensure the statistically significant discrimination of theclass centers.

Let j < q be the number of the first calculated DF. In discriminant analysis,
Wilks’ Lambda statisticΛ is used to estimate the total discriminative power of
the remaining DF (“remainder discrimination”; cf. Klecka 1980):



164 Vasilij V. Poddubnyj, Anastasija S. Kravcova

Λ j =
q

∏
i= j+1

1
1+ λi

, j = 0, . . . ,q−1. (5)

If j = 0, one has the highest remainder discrimination because all{λl} are
nonnegative. The remainder discrimination is the lowest when j = q−1. So,
Wilks’ Λ-statistic is the “inverse” measure of class discrimination. A value ofΛ
close to zero indicates high discrimination of classes (it means that the centers
of classes are well divided and differ greatly from each other with respect to
the value of point scattering within the classes). AsΛ increases to its maximum
value (one) there is a gradual deterioration of class differentiation (the centers
of classes fail to be significantly different with respect tothe point scattering
within classes).

For an estimation of the statistical significance of the discriminative power
of the first j discriminant functions, Pearson’s chi square test is used.It is based
on the statistic

χ2
j = −(n− m+g

2
) lnΛ j , j = 0, . . . ,q−1. (6)

This statistic has the probability density functionχ2 with ν j = (m− j)(g−
j−1) degrees of freedom under the condition that hypothesisH0 is true (Klecka
1980). That means the remainingq− j DF don’t improve the discrimination
ability of the first j DF (they don’t increase the distance between the centers of
classes). It allows one to calculate the significance levelP (p-level) of the chi
square test that has been reached (the actual probability ofan error of the first
kind to reject by mistake the null hypothesis when it is true): Pj = 1−F(χ2

j |ν j),
whereF(χ2|ν) is the integral function of the chi square distribution withν de-
grees of freedom.

The interpretation of the discriminant functions as hiddenparameters that
determine the differences of classes can be achieved by correlation coefficient
analysis (factor loadings analysis) of the column-vectorzl of the discriminant
functions with column-vectorsx j of the normalized relative ranks:

ρi j =
1

n−1

n

∑
i=1

zil (xi j −x.. j)/
√

Dzl Dx j , l = 1, . . . ,q, j = 1, . . . ,m . (7)

It is well known (Sachs 1972) that statistict = ρ
√

(n−2)/(1−ρ2) has
Student’st-distribution withν = n−2 degrees of freedom, provided thatzl and
x j have normal distribution and the null hypothesis (the correlation coefficient
ρ = 0) is true. This enables one to find the critical value of Student’s statistics
as quantiletcrit = tn−2,1−Pcrit /2 of level 1−Pcrit/2 of this distribution. The criti-
cal significance level of Student’st-test should be fixed, e.g.,Pcrit = 0.05. From

here one easily gets the critical valueρcrit = tcrit /
√

(n−2)+ t2
crit of the corre-

lation coefficient which specifies(1−Pcrit ) ·100%-th interval[−ρcrit ,ρcrit ] of
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the statistical insignificance of the correlation coefficient. The values of the cor-
relation coefficient outside this interval are statistically significant onP≤ Pcrit

level of significance.

7 Example of feature space reduction on the basis of methods of
principal components and discriminant analysis

The above described procedures of constructingm-row-vectorsr i , m-row-vec-
torsxi , m-row-vectorsyi , andq-row-vectorszi (i = 1,2, . . . ,n) from the original
m-row-vectorspi of relative frequencies of text style features for each textual
work are implemented in theStyleAnalyzersoftware (Shevelyov and Poddub-
nyj 2010) which is intended for the complex statistical analysis of textual work
styles of different authors, genres, etc. Figures 1–3 give examples of using the
described approach to ranking, normalization and reduction of a feature space
on the basis of the methods of principal components and discriminant analysis.

Textual material is represented by 80 large works of fiction by 11 Russian
authors of the 19th century (11 works by N.V. Gogol’, 3 by I.A.Goncharov,
18 by F.M. Dostoevskij, 2 by I.A. Kuprin, 3 by M.Ju. Lermontov, 7 by N.S.
Leskov, 9 by A.S. Pushkin, 2 by M.E. Saltykov-Shchedrin, 8 byL.N. Tolstoj,
13 by I.S. Turgenev, 4 by A.P. Chekhov).

We used 55 syntactic words as text style attributes.1 Absolute frequencies
of their occurrence in the text are the text style features. These frequencies are
being presented inStyleAnalyzerin the form of a spreadsheet with indication
of authors and texts in rows and that of style attributes in columns. Figure 1
shows the connection between the original attributes – the relative frequencies
of one in 55 features (namely, the forth one) in 80 texts (init-data), the ranks
of relative frequencies (rank-data) and the relative ranks (normally distributed
after the non-linear transformations) of relative frequencies (gauss-data).

Eigenvalues of the covariance matrixK are the variances of the principal
components. The calculation of them forinit-data and gauss-datavariables
shows that several first principal components are responsible for the majority
of text variability. For example, the first six principal components (10.1% of
its total number) explain 51.4% of the feature variability for gauss-dataand
49.6% forinit-data.

Eigenvalues of matrixW−1B for init-dataandgauss-datavariables are the
variances of the discriminant functions of these variables. One can see that only
q= min(m,g−1) = 10 of them are other then zero; herem= 55 is the number

1. These syntactic words are:в, на, с, за, к, по, из, у, от, для, во, без, до, о, через, со,
при, про, об, ко, над, из-за, из-под, под, и, что, но, а, да, хотя, когда, чтобы,
если, тоже, или, то есть, зато, будто, не, как, же, даже, бы, ли, только, вот,
то, ни, лишь, ведь, вон, то-есть, нибудь, уже, либо.
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Figure 1: Nonlinear transformation of the data for the fourth feature

of original features (syntactic words),g = 11 is the number of classes (writ-
ers, authors of works). The calculation of the significance levels (p-levels) of
the discriminant functions shows that almost all DF are statistically significant
(P< 0.05 for the first nine DF).

The points with the markers of different types in Figure 2 represent 80
fiction works of 11 writers of the 19th century in the coordinates of the first two
principal components (factors 1 and 2) forinit-data (see Figure 2a) andgauss-
data (see Figure 2b) variables. Convex hulls of sets of work-points for each
author are shown by the closed broken lines. One can see that the normalized
relative ranks of relative frequencies (gauss-data) distinguish between writers
better than the relative frequencies.

The points with the markers of different types in Figure 3 refer to the same
80 fiction works of 11 writers of the 19th century in the coordinates of first
two discriminant functions (factors 1 and 2) forinit-data (see Figure 3a) and
gauss-data(Figure 3a) variables. Convex hulls of sets of the work-points for
each author are shown by the closed broken lines.

If one compares Figures 2 and 3, one sees that discriminant analysis pro-
vides full discrimination of classes by relative frequencies (init-data) and al-
most full discrimination by their normalized relative ranks (gauss-data), where-
as the author classes overlap significantly in the course of principal component
analysis.



Statistical reduction of feature speace of text styles167

−0.1 −0.05 0 0.05 0.1
−0.06

−0.04

−0.02

0

0.02

0.04

0.06

0.08

factor
1

fa
ct

or
2

Principal Components 1, 2

 

 
Gogol

Goncharov

Dostoevskiy

Kuprin

Lermontov

Leskov

Pushkin

Saltykov−
−Schedrin

Tolstoy

Turgenev

Chekhov

(a) init-data

−4 −2 0 2 4 6
−6

−4

−2

0

2

4

factor
1

fa
ct

or
2

Principal Components 1, 2

 

 
Gogol

Goncharov

Dostoevskiy

Kuprin

Lermontov

Leskov

Pushkin

Saltykov−
−Schedrin

Tolstoy

Turgenev

Chekhov

(b) gauss-data

Figure 2: Text representation in the coordinates of the first two principal components
(features are 55 syntactic words)
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Figure 3:Text representation in the coordinates of the first two discriminant functions
(features are 55 syntactic words)

8 Conclusion

Thus, discriminant analysis ensures a considerably betterdiscrimination of au-
thors in terms of 55 syntactic words as compared with the analysis of princi-
pal components, though both methods provide graphical representation of the
whole Russian fiction literature of the 19th century by sets of dots (represent-
ing texts) in the plane. This is to be expected since the discriminant analysis
provides a transformation of the original attribute space of text styles that max-
imally increases the mean-square distance between the class centers fixing the
distance variance between the elements (dots-texts) inside the classes on a con-
stant level.

In other words, discriminant analysis makes author classesequally compact
and maximally discriminated from each other. Residual overlapping of classes
indicates the proximity of text styles of different authorsthat appears in the
overlapping classes in the corresponding feature space.
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In conclusion, it will be noted that close results could be obtained when the
method of principal components and discriminant analysis is applied directly
to ranks of frequencies rather than the normalized relativeranks of relative
frequencies of attributes. This is due to the fact that gaussianity of data is no
longer significant when the indicated methods are used for the multidimen-
sional analysis of texts, though the calculations of statistical significance of the
results may turn out to be incorrect.
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Quantitative properties of the Nko writing system

Andrij Rovenchak, Valentin Vydrin

1 Introduction

Nko (Okv ) is an indigenous writing system invented in 1949 by a Guinean
encyclopedist and enlightener Sòlomána KántE (1922–87). The script was in-
tended as a writing for the Manding languages of West Africa (see map repre-
sented in Figure 1).1

Figure 1: Manding languages as lingua franca

Nko gained some popularity among the Manding speakers not only in Gui-
nea, but also in Liberia, Mali, Côte d’Ivoire, and in diaspora in Nigeria, Egypt,
and elsewhere. According to the ideology of Nko, the Nko writing is to be
used for all Manding variants, but in reality, it promotes the establishment of
the Guinean Maninka (Maninka-Mori) as the common literary norm.

1. www.sil.org/SILESR/2000/2000-003/Manding/MandingLinguaFranca.htm
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In this paper, we focus on the quantitative properties of theNko script,
including character complexities and their correlation with frequencies, analy-
sis of the grapheme–phoneme correspondence and phoneme distribution. This
work is meant to extend the quantitative data on indigenous African scripts
limited so far to the Meroitic script (cf. Smith 2007) and theVai syllabary (cf.
Rovenchak et al. 2009).

2 Nko alphabet

Nko script is a right-to-left running alphabet consisting of 29 letters: 7 vowels,
syllabic nasal, and 19 consonants; two characters are used to denote combi-
natory phonetic transformations (cf. Dalby 1969; Vydrin 1999); see Table 1.
The script includes seven tonal diacritics, the nasalization mark (see Table 2),
several additional diacritics for foreign sounds, as well as 10 digits and some
other special marks (punctuation and related). The characters within a word
are written continuously, joined by a horizontal bar resting on the baseline.
The nasalization mark is a dot placed below the respective vowel, and the tone
marks are placed above the vowels.

For the complexity analysis, we will use the isolated shapesof the letters.
These are playing in Nko the part of capitals to some extent: they are used in
abbreviations, titles, etc. The changes into initial, medial, and final shapes are
unique and systematic for all the characters, unlike the Arabic script.

3 Nko script complexity

In calculating character complexities we adhere to the approach of Altmann
(2004). Namely, a point is given the weight 1, a straight lineevaluates to 2, an
arc 3. A continuous connection produces the weight 1, a crispgives 2, and a
crossing gives 3.

Some modifications by Mǎcutek (2008b) apply to calculate the number
of connections. Complexities of the Nko characters and diacritical marks are
given in Tables 1 and 2.
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Table 1:Complexities of the Nko characters∗

Straight Continuous
Point line Arc connection Crisp Crossing Complexity

1 2 3 1 2 3A a 1 2E e 2 2 8I i 3 3 12Z E 2 1 6U u 3 2 10O o 3 2 10} O 2 2 2 1 14V N 1 2 1 1 1 14B b 3 2 10P p 3 2 10T t 1 1 2 9J j 1 1 1 7C c 2 1 6D d 1 2 5 18R r 2 1 7RR rr 3 2 12S s 4 4 16{ gb 3 3 12F f 3 1 4 1 20K k 3 2 10L l 1 1 1 1 10� dental→n 2 1 6M m 3 3 12X ñ 3 2 2 3 20N n 3 2 10H h 3 2 10W w 5 5 20Y y 2 2 2 2 16Å y→ñ 3 2 2 3 20℄ g 1 3 3 13
* The letterU (u) might look like an arc (∪) in this typeface, while it is treated as a⊔ shape;

the letter℄ (g) does not belong to the original alphabet, see comment on this issue in Section 5.
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Table 2:Complexities of the Nko diacritics (shown attached to<A> /a/)

Straight Continuous
Point line Arc connection Crisp crossing Complexity

1 2 3 1 2 3ø /á/∗ 1 +2$A /à/ 3 2 +10!A /ǎ/ 1 +1Â /á:`, áa`/ 2 1 +6>A /á:, áa/ 2 1 +6%A /à:, àa/ 3 2 +10<A /ǎ:, ǎa, àá/ 2 1 +6'A /ã, an/ 1 +1
* In a word-final position only, otherwise left unmarked

The distribution of complexities is presented in Table 3.

Table 3:Distribution of complexities (fC = number of characters with complexityC)

C fC C fC C fC C fC

6 3 11 0 16 2
2 1 7 2 12 4 17 0
3 0 8 1 13 1 18 1
4 0 9 1 14 2 19 0
5 0 10 8 15 0 20 4

The uniformity hypothesis can be tested by the Wald–Wolfowitz runs test.
Let I denote the inventory size andR is the range of complexities. For Nko one
hasI = 30 andR= 18. The uniform distribution of data means that all expected
frequency values equalE = I/(R+1). A run is a sequence of frequencies which
are either all greater thanE or all smaller thanE. We haveE = 30/(18+1)≃
1.58 andr = 12 runs, namely[1,0,0,0,3,2,1,1,8,0,4,1,2,0,2,0,1,0,4]. Let
n= R+1, andn1 is the number of frequencies smaller thanE while n2 denotes
the number of frequencies greater thanE (we haven = 19, n1 = 12, n2 = 7).
The number of runs is considered random (meaning that the distribution is
uniform) if

z= |r −E(r)|−0.5σr < 1.96,

where

E(r) = 1+
2n1n2

n
and σr =

√

2n1n2(2n1n2−n)

n2(n−1)
.
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The calculation yieldsz≃ 0.84< 1.96, and thus the uniformity hypothesis
is confirmed for complexities. Performing the same test for the characters with
all possible combinations of diacritics we obtainedz≃ 0.91< 1.96 confirming
the uniformity hypothesis in this case as well.

4 Complexity vs. frequency

The analysis of frequency distribution of the Nko characters was made on a
small sample of 2881 tokens consisting of five subsamples, three of them taken
from theSinjiya journal (December 2005, no. 66, page 2 and 3),Yelenjournal
(Oct/Nov 2002) and an entry from theNko Kodofolan Kanjamadidictionary.
The frequency list with complexities of the respective characters is given in
Table 4.

Table 4:Frequency list of the Nko characters compared to complexities (fi vs.Ci )

i f i Ci i f i Ci i f i Ci

1 A a 0.1972 2 11 B b 0.0403 10 21 � n∗ 0.0104 6
2 K k 0.0736 10 12 U u 0.0385 10 22 V N 0.0101 14
3 L l 0.0725 10 13 S s 0.0361 16 23 W w 0.0042 20
4 I i 0.0725 12 14 M m 0.0333 12 24 { gb 0.0035 12
5 D d 0.0573 18 15 F f 0.0271 20 25 H h 0.0024 10
6 Z E 0.0517 6 16 T t 0.0267 9 26 C c 0.0010 6

7 } O 0.0482 14 17 R r 0.0222 7 27 ℄ g 0.0007 13
8 N n 0.0451 10 18 Y y 0.0180 16 28 Å ñ∗ 0.0007 20
9 E e 0.0420 8 19 J j 0.0118 7 29 P p 0.0003 10
10 O o 0.0413 10 20 X ñ 0.0111 20 30 RR rr 0.0000 12

* An asterisk (∗) denotes combinatory phonetic transformation

The correlation coefficient between frequencies and complexities has a small
but negative value ofr =−0.39. It means that simpler shapes occur with rather
greater frequency (as expected) but this statement holds only roughly. The best
fit for both phoneme and grapheme frequencies is given by the negative hy-
pergeometric distribution (cf. Grzybek et al. 2006; Mačutek 2008a) with pa-
rametersK = 2.7447,M = 0.6696,n = 26 (for phonemes,C = 0.0399), and
K = 2.9932,M = 0.6727,n = 29 (for graphemes,C = 0.0438; see Figure 2).

5 Phonology of Maninka-Mori

The phonological system of Maninka-Mori comprises seven vowel phonemes:
/a, e,E, i, o, O, u/, one syllabic nasal: /N/ [n

"
], and 18 consonant phonemes: /b, p,

t, d, r, s, gb, f, k, l, m,ñ, n, h, w, j [Ã], c [Ù], y [j]/ giving in total 26 phonemes.
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Figure 2: Fit for grapheme frequencies. Filled circles denote observed frequencies,
open circles are the values of the fitting function

Note that in loanwords found in Nko texts foreign phonemes occur sometimes
(/g/, /z/, etc.). To represent them in writing, letters of the original Nko alphabet
are supplemented by several types of diacritics, e. g.,<℄> for /g/ (a dotted sign
for /gb/<{>), <¼> for /z/ (from /c/<C>), etc. In the present study, such for-
eign phonemes are not taken into consideration when the grapheme–phoneme
relations are analyzed. In a more detailed consideration, all the vowels can
be short, long, short nasalized and long nasalized. Occasionally, syllabic nasal
can be long as well. Such an approach gives 7×4+ 2 = 30 vowel phonemes
(counting here the nasal as well).

Maninka is a tonal language. However the nature of its tones differs from
that of, e. g., Chinese or Vietnamese, and the tonal distinctions cannot be con-
sidered as phoneme-differentiating features. All the vowels can have four tones
and the syllabic nasal has two tones for the short one and two tones for the long
one. This produces 7×4×4+2+2= 116 units for vowel phonemes with tonal
distinction and thus counting the vowels together with the 18 consonants gives
134 units.

6 Script peculiarities

The Nko script was designed specifically for the Manding languages and the or-
thography is quite ‘shallow’ (cf. Coulmas 2004). Anyway, some peculiarities
make the script different from an ideal variant with a one-to-one correspon-
dence between phonemes and graphemes. The deviations are mostly due to
the so-calledgbàralí (contraction) rule: if the same short (oral) vowel with the
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same tone appears in two consecutive syllables, only the second one is written:
bóló` ‘hand’ is written as<Olb> <b(ó)ló>.

This rule does not apply to short nasal vowels and additionally has some
exceptions. If the same vowel with the same accent is repeated after two iden-
tical consonants (except /r/), both are written:bùbùlí`‘fidelity’ <Il$ub$ub>. In
polysyllabic words, vowels are combined into pairs, e. g., in a three-syllable
word with the same vowel repeated thrice, the first two are combined:súlúkú`
‘hyena’<Ukuls> <s(ú)lúkú>. To avoid this omission (especially in foreign
words) a special mark<+> is used, e. g., the name Christophe (Kristof) is writ-
ten as<Fqt+sir+k> otherwise without this mark it would read /kírís´OtÓf/.

Short vowels thus have at least two graphemic representations, one of which
is an empty grapheme:<>. Three consonant phonemes have two graphemic
representations each, namely, /r/:<R>, <RR>; /n/: <N>, <�>; /ñ/: <X>,
<Å>. The second symbol for /n/ is used to denote assimilatory changes of
dentals after /N/ or a nasalized syllable, while the second symbol for /ñ/ denotes
a similar transformation of /y/. A duplicated symbol for /rr/ occurs rarely and is
used in a limited set of words. Otherwise, the “one phoneme = one grapheme”
principle holds. Graphemic representations of the Maninkaphonemes are listed
in Table 5.

7 Phonemes and graphemes

If one does not consider diacritics and, consequently, doesnot take into ac-
count length, nasalization or tones, 26 phonemes are counted in Maninka-Mori
(cf. Section 5. Sixteen phonemes have one graphemic representation and ten
phonemes have two graphemic representations, which yieldsthe mean ortho-
graphic uncertainty

U =
1
N ∑

k

fk log2k = 0.38, (1)

whereN is the total number of phonemes andfk is the number of phonemes
havingk graphemic representations. The mean orthographic uncertainty of an
ideal alphabet, with one-to-one phoneme–grapheme correspondence, equals
zero. Real alphabets deviate from this ideal variant to different extents: the
Italian (Roman) alphabet hasU = 0.56, the Ukrainian (Cyrillic) alphabet has
U = 1.12, etc., cf. Buk et al. (2008). One should expect even smaller values
for new orthographies created for a specific language, and Nko belongs to this
category.

If length and nasalization of vowels is taken into account, the number of
phonemes amounts to 48. In this case, however, it is hard to find an appropri-
ate treatment for the calculation of the orthographic uncertainty as there are no
separate diacritics for length, but they are coupled with tone. Therefore, if one
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Table 5:Graphemic representations of the Maninka phonemes

Phoneme Nko Roman Examples

/a/ <A> <a> Ad dá` mouth
<> Adb bádá` home

/e/ <E> <e> øs sé to reach
<> Erg gbéré` dry land

/E/ <Z> <E> þk kÉ to do
<> Zlw wÉlÉ` ear (respectful)

/i/ <I> <i> Il lí` honey
<> Ilk kílí` egg

/o/ <O> <o> $Of fò to greet
<> Olk kóló` bone

/O/ <}> <O> Qk kÓ` back

<> Ql$qlk kÒlÒlÓ` rainbow
/u/ <U> <u> Uk kú` tail

<> Iturm múrútí` revolt

/N/ [n
"
] <V> <n> _V ń I$V ǹ we

/b/ <B> <b> Ab bá` river

/p/ <P> <p> Aruk$atp pàtàkúrá` loincloth

/t/ <T> <t> El$et tèlé` sun

/j/ [Ã] <J> <j> Ûj júú` enemy

/c/ [Ù] <C> <c> '<E
 cèén beautiful

/d/ <D> <d> <Ud dùú` earth
/r/ <R> <r> Arzl lÉrá` book

<RR> �RR�ûb bórr expressive adverb

/s/ <S> <s> <As sàá` sheep

/gb/ <{> <gb> Ol$og gbòló` skin

/f/ <F> <f> Ud$uf fùdú` stomach
/k/ <K> <k> Abk kábá` stone

/l/ <L> <l> !Zl lĚ` pig
/m/ <M> <m> 'þm mÉn to hear
/ñ/ <X> <ñ> Ax ñá` eye

<Å> <y> $Zf $A ùÄ _V ń yé à fÈ I want it; I like it

/n/ <N> <n> $An nà to come

<�> øÂa.d dán-ná fabricate +imperfective suffix

from 'Ad + øl (dán +lá)

/h/ <H> <h> $Ilah hálì even
/w/ <W> <w> Arw wárá` lion; any wild feline

/y/ [j] <Y> <y> Iry yírí` tree
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counts the number of graphemes considering only basic symbols (without dia-
critics), the value ofU given by equation (1) would be underestimated, while
the inclusion of diacritics leads to the overestimation of this quantity.

If the tones are taken into account, the system comprises 134units, of which
109 units are with graphemic representation, 18 units with two graphemic
representations, and seven units with three graphemic representations. Ortho-
graphic uncertainty yieldsU = 0.22, as calculated from equation (1) withN
standing for the total number of units andfk for the number of units withk
graphemic representations. The best fits for the number of graphemic represen-
tations are given by several distributions, including the geometric distribution

P(n) = p(1− p)n , (2)

which is a special case of the Shenton-Skees-geometric distribution known as
a model for the grapheme–phoneme relation in several languages. Table 6 rep-
resents the fitting results for for the number of graphemic representations in
Nko.

Table 6:Fit for the number of graphemic representations

i f i Geometric d.

1 109 106.6
2 18 21.8
3 7 5.6

λ = 0.2091 p = 0.7955
C = 0.0001 C = 0.0082

8 Final remarks

In this paper, some results on the quantitative behavior of the Nko script are
presented. Complexities of the Nko characters are calculated and their corre-
lation with frequencies is analyzed. The grapheme–phonemecorrespondence
was studied, yielding the mean orthographic uncertainty ofthe scriptU = 0.38
orU = 0.22 depending on the approach to the treatment of diacritics and tonal
distinctions. Further tasks in this direction include: finding optimal fits for com-
ponents and connections, analysis of grapheme and phoneme frequencies on
larger text samples, study of grapheme/complexity correlation on larger text
samples, etc. The applied way to handle tone distinctions must be verified in
application to other scripts, including Roman orthographies for African lan-
guages. The proposed treatment of diacritics is not unique,and comparisons to
other approaches are required.
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Distribution of motifs in Japanese texts

Haruko Sanada

1 Introduction

In Japanese there are two possibilities to measure word length: in terms of
syllables and in terms of morae. Morae are associated with writing, syllables
are phonetic entities. Long vowels, double consonants, andnasal sounds which
are counted as a mora are not considered for measuring lengthin terms of
syllable numbers. We employ the pronunciation of the Tokyo dialect which is
a model of standard Japanese. One of the characteristics of the Tokyo dialect is
the devoicing of vowels. The devoicing of vowels often occurs with k(i), k(u),
sh(i), s(u), ch(i), ts(u), h(i), f(u), p(i), and p(u):

1. at the end of the sentence, e.g.dekimas’(u)[possible], and
2. before unvoiced consonants (k, s, t, h, f, or p) in a word or in a phrase,

e.g.watak’(u)shi[I, myself].

Some other cases can be found with /a/ or /o/ if the same unvoiced con-
sonant is repeated, as ink′(a)karu [price] or k′(o)koro [heart], and those with
/i/ or /u/ followed by voiced consonants, e.gs′(u)gi [tree of cedar]. However,
devoiced vowels are not followed by devoiced vowels like inf ’(u)kusô[dress].

2 Motifs in Japanese texts

Transcribing the text in one of these ways, we obtain word-length sequences
which can be considered time-series or can be grouped into “motifs”, intro-
duced in linguistics by Köhler (cf. Köhler 2006, Köhler and Naumann 2008).
Motifs are non-decreasing sequences of lengths. However, in Japanese which
is a strongly postpositional language it is more appropriate to consider non-
increasing word length sequences, e.g. 2-1-1, 3-2-2-1-1, etc. which better sim-
ulate both the word and the rhythm of the language.

Our aim is to show whether or not there are regularities or tendencies asso-
ciated with motifs in such a highly agglutinating and postpositional language as
Japanese. For the analysis we use the textJinseiron Note[Essay on Life] (Miki
1941) which is written in modern Japanese without any spokenlanguage. The
text has a total of 1987 sentences and 45809 words, symbols, and punctua-
tion marks. This essay was originally written by a philosopher Kiyoshi Miki in
1941, and it has several chapters on aspects of our life, e.g.death, doubt, cus-
toms, vanity, solitude, jealousy, success, hypocrisy, etc. The text is included in
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Shinchôsha (1995) which contains 100 novels and essays as a magnetic com-
piliation, and this text is one of a few works written in modern Japanese without
any spoken language in Shinchôsha (1995). In novels with spoken language, it
is difficult to divide sentences into words and to classify words into parts of
speech because contracted forms are often found.

3 How to count motifs

Since Japanese texts have no word boundaries, we used some software called
ChaSenandUnidic, developed by the Nara Institute of Science and Technol-
ogy and by the National Institute for Japanese Language and Linguistics, to
partition the sentences into words. The software made errors almost 8% of the
time, and these errors were corrected by hand. Finally we got45809 words,
symbols, and punctuation marks, including some compound words e.g. cases
of a verb used as a prefix. Analyzing the textJinseiron Notewe wanted to study
the following properties:

(1) the structural diversity of motifs (types),
(2) the rank-frequency distribution of motifs of motifs (tokens),
(3) the frequency spectrum of motifs (tokens),
(4) the relation between the length and the frequency of motifs.

In all cases we want to compare the standard language with theTokyo dia-
lect and the two ways of counting (syllable vs. mora). The motifs are not ex-
ploited uniformly. It can be shown that the longer the first element in the motif,
the smaller the number of motifs formed in this way. In this contribution we
shall present only problems (1), (2), and (4). The examination of motifs can be
performed in three different ways:

1. The motif cannot extend past the given punctuation.
2. The motif cannot extend past the end of sentence.
3. All punctuations are ignored.

All types of counting were performed using the Tokyo dialect. In Table 1
we present the different kinds of segmentation. “B” indicates a motif boundary,
“P” indicates a punctuation which functions as a motif boundary; a circumflex
in the reading means a long vowel. Differences are denoted byD.

4 Results of the analysis

4.1 The number of types

The number of possible motifs with decreasing structure canbe computed eas-
ily if we fix the length. Otherwise a non-increasing motif canbe prolonged to
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Table 1:Examples of motifs with three variants

Original Reading Part of Number of
text∗ speech† syllables‡ Type (i) Type (ii) Type (iii)

ã\ kenkô N 2
� kan N 1
/ wa PP 1 B B B

jikaku N 2
¿ teki S 2
' de AV 1 B B B
�J ari VA 2 B D D
� PU 0 P D D
a fu PR 1 B B B
!¡ antê N 2
' de AV 1 B B B
�K aru VA 2 B B D
� PU 0 P P D
ã\ kenkô N 2
( to PP 1
�� yû V 1
. no PP 1
/ wa PP 1 B B B

Obtained motifs 2-1-1, 2-2-1, 2-1-1, 2-2-1, 2-1-1, 2-2-1,

2, 1, 2-1, 2, 2-1, 2-1, 2, 2-1, 2-1,

2-1-1-1-1 2-1-1-1-1 2-2-1-1-1-1

* The original text means: “The conception of health is subjective, and it is not stable. Health
is. . . "

† N = noun, PP = postposition, PR = prefix, PU = punctuation, S = suffix, V = verb, VA = verb
(as an auxiliary verb), AV = auxiliary verb

‡ according to Tokyo dialect

the complete text length. However, the number of motif typesactually used in
a language differs from the theoretically possible one and this holds even more
when the text is short. Nevertheless, it can be shown that in our text the number
of motifs (types) beginning with a word of lengthx is distributed binomially as
shown in Table 2,fx being the number of different motifs.

Since the iterative fitting yieldedn = 7,9 and 10, we can conclude that in
Japanese there will be no motifs beginning with a word longerthat 10 syllables.
This length is extreme even for strongly agglutinating languages. The longest
first word in our text had 8 syllables. As can be seen in Table 2,the fitting is
adequate.
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Table 2:Fitting the binomial distribution to motif types beginningwith lengthx

Beginning Type (i) Type (ii) Type (iii)
numberx fx NPx fx NPx fx NPx

1 7 8.36 7 9.85 2 6.00
2 33 29.42 34 32.84 38 26.17
3 46 46.01 50 49.27 52 48.91
4 43 41.98 45 43.80 48 50.78
5 20 24.62 24 25.56 23 31.64
6 9 9.63 9 10.22 9 11.83
7 4 2.51 5 2.84 5 2.46
8 1 0.46 1 0.61 1 0.22

Total 163 175 178

p = 0.2811,n = 9 p = 0.25,n = 10 p = 0.3839,n = 7
X2

DF=4 = 2.97 X2
DF=4 = 3.03 X2

DF=2 = 4.63
P = 0.56 P = 0.55 P = 0.10

4.2 Distribution of motifs

Just as with other linguistic units, motifs have their rank-frequency distribution
of motifs and a parallel frequency spectrum. Here we shall consider the rank-
frequency as a simple ranked sequence, otherwise the numberof pooled classes
would distort the picture. We shall adhere to the proposal ofPopescu et al.
(2009: 14) who propose the theoretical rank-frequency sequence in the form

f (r) = 1+aexp(−br) . (1)

The results of the fitting are presented in the appendix (see Table 4, pp.
190ff.); as can be seen, the fitting is very good, the determination coefficient
being in all cases greater thanR2 > 0.95.1

4.3 The relationship between length and frequency of motifs

In all the tables, “length” means the number of elements in a motif. We as-
sume that in all cases (i) to (iii) the same regularity holds but the parameters
of the given functions differ according to the boundary conditions. Further,
we assume that very short motifs are rather intermediary states between two
long motifs or at the beginning of the sentence, hence the function expressing

1. For type (i), with parameter values fora = 6922.14,b = 0.42, we obtain a determination
coefficient ofR2 = 0.97; for type (ii),R2 = 0.95 (a = 6362.71,b = 0.40), and for type (iii),
R2 = 0.96 (a = 5808.58,b = 0.41).
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this dependence will have its maximum not atx = 1 but atx = 2. We do not
know whether this is a specificity of Japanese but in any case it differs from the
usual monotonically decreasing length-frequency functions of other linguistic
units. One can capture this fact either by considering a function consisting of
two parts (x = 1 andx = 2,3,4, . . .) or simply a function capturing both the
increasing and the decreasing parts by a multiplication of two functions. For
our purposes we used

y = axbexp(−cx) , (2)

which can be derived from the differential equations of Wimmer-Altmann’s
(2005) general theory or from Köhler’s (1986, 2005) self-regulation cycles.
The results of the three variants are presented in Table 3,y being the motif
frequency, and ˆy the predicted values according to (2).

Table 3:The length-frequency relationship with three variants of motifs

Motive Type (i) Type (ii) Type (iii)
lengthx y ŷ y ŷ y ŷ

1 3017 3093.5421 2107 2253.3602 928 1255.7037
2 8102 7976.6739 7660 7472.7249 7014 6755.7732
3 3862 4150.6125 3919 4312.0173 4193 4646.6733
4 1434 1121.5643 1642 1216.0421 1840 1376.7816
5 582 211.6426 662 231.6555 757 257.1465
6 219 31.8237 238 34.4327 269 35.8702
7 66 4.091 85 4.3125 98 4.0908
8 20 0.4689 27 0.4765 40 0.4026
9 3 0.0492 5 0.0478 10 0.0354
10 2 0.0048 2 0.0045 1 0.0028
11 2 0.0004 2 0.0004 3 0.0002
12 1 0 1 0
13 1 0 1 0

Total 17309 a = 56730.88 163351 a = 45920.79 15155 a = 33150.12
b = 5.56 b = 6.08 b = 7.15
c = 2.91 c = 3.01 c = 3.27
R2 = 0.9942 R2 = 0.9898 R2 = 0.9832

As can easily be seen from Figures 1a to 1c, the regularity is very rigorous.

5 Conclusions

Our problem does not concern only Japanese but has a general aspect: What
is the situation in other postpositional languages? Is the situation parallel to
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(a) Type (i) (b) Type (ii) (c) Type (iii)

Figure 1: Motif length and frequency

prepositional languages? Do motifs abide by general laws oflength and dis-
tribution? Are they “legal” linguistic units or only very high abstractions? In
order to answer these questions a number of examinations in other languages
will be necessary. Nevertheless, our results show that motifs – just as any other
linguistic units – are “correct” conceptual abstractions abiding by the same
laws as all other linguistic units. The specificities of motifs, e.g. the parameters
in the laws, must be scrutinized step by step using differenttexts in different
languages.
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Table 4:The rank-frequency distribution of motif tokens of motifs

Type (i) Type (ii) Type (iii)
Rank y fy ŷ y fy ŷ y fy ŷ

1 2-1 4917 4546.62 2-1 4714 4238.882-1 4218 3840.10
2 2 2313 2986.01 3-1 1939 2823.643-1 1928 2538.40
3 3-1 1970 1961.19 2 1912 1881.02 2-2-1 1578 1678.06
4 2-2-1 1269 1288.222-2-1 1280 1253.192-1-1 1084 1109.43
5 2-1-1 1102 846.29 2-1-1 1139 835.02 2 858 733.60
6 3-2-1 460 556.08 2-1-1-1 483 556.50 3-2-1 502 485.20
7 4-1 430 365.51 3-2-1 474 370.99 2-1-1-1 470 321.02
8 2-1-1-1 429 240.37 4-1 425 247.43 2-2-2-1 430 212.52
9 3-1-1 359 158.19 3-1-1 390 165.14 4-1 425 140.80
10 1 350 104.22 2-2-2-1 323 110.32 3-1-1 390 93.40
11 2-2 318 68.78 2-2 278 73.81 2-2-1-1 284 62.07
12 3 293 45.51 2-2-1-1 207 49.50 2-2 242 41.36
13 2-2-2-1 270 30.23 2-1-1-1-1 193 33.30 4-2-1 197 27.68
14 1-1 211 20.19 4-2-1 192 22.51 2-1-1-1-1 195 18.63
15 4-2-1 186 13.60 3-1-1-1 171 15.33 3-1-1-1 168 12.65
16 2-1-1-1-1 184 9.28 3 151 10.54 2-2-1-1-1 154 8.70
17 2-2-1-1 180 6.44 3-2-2-1 131 7.36 3-2-2-1 146 6.09
18 3-1-1-1 158 4.57 4-1-1 124 5.23 4-1-1 124 4.36
19 3-2-2-1 119 3.34 2-2-1-1-1 118 3.82 3-3-1 110 3.22
20 4-1-1 119 2.54 3-2 99 2.88 3-2-1-1 100 2.47
21 3-2 114 2.01 3-3-1 99 2.25 3-2 89 1.97
22 2-2-1-1-1 107 1.66 3-2-1-1 93 1.83 3-1-1-1-1 76 1.64
23 1-1-1 97 1.44 1-1 81 1.56 2-2-2-2-1 74 1.42
24 3-3-1 91 1.29 3-1-1-1-1 76 1.37 3 67 1.28
25 3-2-1-1 79 1.19 2-1-1-1-1-1 64 1.25 2-1-1-1-1-1 63 1.19
26 3-1-1-1-1 65 1.12 5-1 58 1.16 2-2-2-1-1 59 1.12
27 2-1-1-1-1-1 64 1.08 4-2-2-1 57 1.11 4-2-2-1 58 1.08
28 5-1 59 1.05 4-3-1 49 1.07 5-1 58 1.05
29 4-2-2-1 48 1.04 3-2-1-1-1 45 1.05 2-2-2 52 1.04
30 4-3-1 47 1.02 2-2-1-1-1-1 42 1.03 4-3-1 52 1.02
31 4 47 1.02 2-2-2-1-1 42 1.02 2-2-1-1-1-1 50 1.02
32 2-2-1-1-1-1 41 1.01 2-2-2-2-1 41 1.01 3-2-1-1-1 47 1.01
33 3-2-1-1-1 40 1.01 1-1-1 40 1.01 2-2-2-1-1-1 32 1.01
34 2-2-2 35 1 2-2-2 33 1.01 3-3-2-1 32 1
35 2-2-2-1-1 33 1 4-1-1-1 30 1 4-1-1-1 31 1
36 2-2-2-2-1 31 1 1 26 1 3-2-2 28 1
37 3-2-2 27 1 3-3-2-1 26 1 3-1-1-1-1-1 25 1
38 4-1-1-1 26 1 3-1-1-1-1-1 25 1 3-2-2-2-1 24 1
39 4-2 25 1 2-2-2-1-1-1 23 1 3-3-1-1 24 1
40 3-1-1-1-1-1 23 1 3-2-2 23 1 3-2-2-1-1 23 1
41 3-3-2-1 22 1 3-2-2-2-1 22 1 4-2-1-1 22 1
42 2-2-2-1-1-1 21 1 3-3-1-1 21 1 4-1-1-1-1 20 1

(continued on next page)
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Table 4 (continued from previous page)

Type (i) Type (ii) Type (iii)
Rank y fy ŷ y fy ŷ y fy ŷ

43 4-2-1-1 21 1 4-2-1-1 21 1 4-2 18 1
44 3-3 18 1 3-2-2-1-1 20 1 5-2-1 18 1
45 3-2-2-2-1 17 1 4-1-1-1-1 20 1 2-2-2-2 16 1
46 4-1-1-1-1 17 1 4-2 18 1 2-2-1-1-1-1-1 15 1
47 3-2-2-1-1 16 1 5-2-1 17 1 4-2-1-1-1 15 1
48 3-3-1-1 16 1 3-3 16 1 2-2-2-2-2-1 14 1
49 5-2 16 1 4 16 1 2-2-2-2-1-1 13 1
50 4-2-1-1-1 15 1 4-2-1-1-1 15 1 3-1-1-1-1-1-1 13 1
51 1-1-1-1 14 1 1-1-1-1 14 1 5-2 13 1
52 5-2-1 12 1 2-1-1-1-1-1-1 13 1 2-2-2-1-1-1-1 12 1
53 5-1-1 11 1 5-2 13 1 5-1-1 12 1
54 5 11 1 2-2-2-1-1-1-1 12 1 2-1-1-1-1-1-1 11 1
55 2-2-1-1-1-1-1 10 1 3-1-1-1-1-1-1 12 1 3-2-1-1-1-1 11 1
56 6-1 10 1 5-1-1 12 1 6-1 11 1
57 2-1-1-1-1-1-1 9 1 2-2-2-2-2-1 11 1 4-1-1-1-1-1 10 1
58 3-1-1-1-1-1-1 9 1 6-1 11 1 3-3-1-1-1 9 1
59 3-2-1-1-1-1 9 1 2-2-1-1-1-1-1 10 1 4-2-2-1-1 9 1
60 4-1-1-1-1-1 9 1 2-2-2-2 10 1 4-3-2-1 9 1
61 4-2-2 9 1 3-2-1-1-1-1 10 1 2-1-1-1-1-1-1-1 8 1
62 4-3 9 1 4-1-1-1-1-1 10 1 3-2-2-1-1-1 8 1
63 4-4-1 9 1 2-1-1-1-1-1-1-1 9 1 4-2-2-2-1 8 1
64 1-1-1-1-1 8 1 3-2-2-1-1-1 8 1 4-4-1 8 1
65 2-2-2-2 8 1 4-2-2-1-1 8 1 2-2-1-1-1-1-1-1 7 1
66 2-2-2-1-1-1-1 7 1 4-2-2-2-1 8 1 2-2-2-2-2-1-1 7 1
67 4-2-2-1-1-1 7 1 4-2-2 8 1 3-2-2-2-2-1 7 1
68 3-2-2-1-1-1 6 1 4-3-2-1 8 1 3-3-3-1 7 1
69 4-2-2-1-1 6 1 4-4-1 8 1 3-3 7 1
70 4-2-2-2-1 6 1 1-1-1-1-1 7 1 4-2-2-1-1-1 7 1
71 4-3-1-1-1 6 1 3-3-1-1-1 7 1 4-2-2 7 1
72 1-1-1-1-1-1 5 1 4-2-2-1-1-1 7 1 4-3-1-1-1 7 1
73 2-2-1-1-1-1-1-1 5 1 2-2-2-2-2-1-1 6 1 2-2-2-1-1-1-1-1 6 1
74 2-2-2-2-2-1-1 5 1 3-2-1-1-1-1-1 6 1 3-2-1-1-1-1-1 6 1
75 2-2-2-2-2-1 5 1 3-2-2-2-2-1 6 1 4-2-1-1-1-1 6 1
76 3-2-1-1-1-1-1 5 1 4-2-1-1-1-1 6 1 5-2-2-1 6 1
77 3-3-2-1-1 5 1 4-3-1-1-1 6 1 2-2-1-1-1-1-1-1-1 5 1
78 4-2-1-1-1-1 5 1 4-3 6 1 2-2-2-2-1-1-1-1 5 1
79 4-3-2-1 5 1 5-2-2-1 6 1 2-2-2-2-1-1-1 5 1
80 4-3-3-1 5 1 2-2-1-1-1-1-1-1 5 1 3-2-2-1-1-1-1 5 1
81 5-2-2-1 5 1 2-2-2-2-1-1 5 1 3-3-1-1-1-1 5 1
82 6-2-1 5 1 3-3-2-1-1 5 1 3-3-2-1-1 5 1
83 2-1-1-1-1-1-1-1 4 1 3-3-3-1 5 1 3-3-2-2-1 5 1
84 2-2-2-1-1-1-1-1 4 1 4-3-1-1 5 1 3-3-3-2-1 5 1
85 2-2-2-2-1-1 4 1 4-3-2 5 1 4-3-1-1 5 1
86 3-2-2-1-1-1-1 4 1 4-3-3-1 5 1 4-3-2 5 1
87 3-3-1-1-1-1 4 1 6-2-1 5 1 4-3-3-1 5 1
88 3-3-1-1-1 4 1 2-2-2-1-1-1-1-1 4 1 6-2-1 5 1
89 3-3-2-1-1-1 4 1 3-2-2-1-1-1-1 4 1 2-2-2-2-2-2-1 4 1

(continued on next page)
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Table 4 (continued from previous page)

Type (i) Type (ii) Type (iii)
Rank y fy ŷ y fy ŷ y fy ŷ

90 3-3-3-1 4 13-3-1-1-1-1 4 13-3-2-1-1-1 4 1
91 4-1-1-1-1-1-1 4 13-3-2-1-1-1 4 14-1-1-1-1-1-1 4 1
92 4-3-1-1 4 13-3-2-2-1 4 15-3-1 4 1
93 4-3-2 4 13-3-3-2-1 4 16-1-1-1 4 1
94 5-3-1 4 14-1-1-1-1-1-1 4 17-2-1 4 1
95 6-1-1-1 4 16-1-1-1 4 12-2-2-2-1-1-1-1-1 3 1
96 7-2-1 4 17-2-1 4 13-2-2-1-1-1-1-1 3 1
97 3-2-2-2-2-1 3 12-2-1-1-1-1-1-1-1 3 13-3-1-1-1-1-1 3 1
98 3-3-2-2-1 3 12-2-2-2-1-1-1 3 14-2-2-2-2-1 3 1
99 3-3-3-2-1 3 13-2-2-2 3 14-3-2-1-1 3 1
100 4-3-2-1-1 3 13-3-2 3 14-4-1-1-1 3 1
101 5-1-1-1 3 14-2-2-2-2-1 3 14 3 1
102 5-2-1-1 3 14-3-2-1-1 3 15-1-1-1 3 1
103 6-1-1 3 14-4-1-1-1 3 16-1-1 3 1
104 6 3 1 5-1-1-1 3 12-1-1-1-1-1-1-1-1-1-1 2 1
105 7-1 3 1 5-3-1 3 13-1-1-1-1-1-1-1 2 1
106 1-1-1-1-1-1-1 2 16-1-1 3 13-2-2-2-1-1-1-1 2 1
107 2-1-1-1-1-1-1-1-1-1-1 2 12-1-1-1-1-1-1-1-1-1-1 2 13-2-2-2-2-1-1 2 1
108 2-2-1-1-1-1-1-1-1 2 12-2-2-2-2-2-1 2 13-2-2-2 2 1
109 2-2-2-2-1-1-1 2 13-2-2-1-1-1-1-1 2 13-3-2-2-1-1-1-1 2 1
110 3-2-2-1-1-1-1-1 2 13-3-1-1-1-1-1 2 13-3-2 2 1
111 3-2-2-2 2 13-3-2-2-1-1-1-1 2 14-3-1-1-1-1 2 1
112 3-3-1-1-1-1-1 2 14-3-1-1-1-1 2 14-3-2-1-1-1-1 2 1
113 3-3-2 2 14-3-2-1-1-1-1 2 14-3-2-2-1 2 1
114 4-3-1-1-1-1 2 14-4-2-1 2 14-3 2 1
115 4-3-2-1-1-1-1 2 15-2-1-1-1 2 14-4-2-1 2 1
116 4-4-1-1-1 2 15-2-1-1 2 15-2-1-1-1 2 1
117 5-3-1-1 2 15-2-2 2 15-2-1-1 2 1
118 7-1-1 2 15-3-1-1 2 15-2-2 2 1
119 2-1-1-1-1-1-1-1-1-1 1 15 2 1 5-3-1-1 2 1
120 2-2-2-1-1-1-1-1-1-1 1 16-2-1-1-1 2 16-2-1-1-1 2 1
121 2-2-2-2-2-2-1 1 17-1-1 2 17-1-1 2 1
122 2-2-2-2-2 1 17-1 2 1 7-1 2 1
123 3-1-1-1-1-1-1-1 1 11-1-1-1-1-1-1 1 11-1-1 1 1
124 3-2-2-1-1-1-1-1-1 1 11-1-1-1-1-1 1 11-1 1 1
125 3-2-2-2-1-1-1-1 1 12-1-1-1-1-1-1-1-1-1 1 12-1-1-1-1-1-1-1-1-1 1 1
126 3-2-2-2-2-1-1 1 12-2-2-1-1-1-1-1-1-1 1 12-1-1-1-1-1-1-1-1 1 1
127 3-2-2-2-2 1 12-2-2-2-1-1-1-1-1 1 12-2-2-2-1-1-1-1-1-1-1 1 1
128 3-3-2-2-1-1-1 1 12-2-2-2-2 1 12-2-2-2-2-1-1-1 1 1
129 3-3-2-2-1-1 1 13-1-1-1-1-1-1-1 1 12-2-2-2-2-2-1-1 1 1
130 3-3-2-2-2-1-1-1 1 13-2-1-1-1-1-1-1-1-1-1-1-1 1 12-2-2-2-2 1 1
131 3-3-3-2-2-2-2-1 1 13-2-2-1-1-1-1-1-1-1-1-1 1 13-2-1-1-1-1-1-1-1-1-1-1-1 1 1
132 3-3-3-2 1 13-2-2-2-1-1-1-1 1 13-2-2-1-1-1-1-1-1-1-1-1 1 1
133 3-3-3 1 13-2-2-2-2-1-1 1 13-2-2-2-1-1 1 1
134 4-2-2-1-1-1-1-1 1 13-2-2-2-2 1 13-2-2-2-2 1 1
135 4-2-2-2-1-1-1 1 13-3-1-1-1-1-1-1-1 1 13-3-1-1-1-1-1-1-1 1 1
136 4-2-2-2-1-1 1 13-3-2-2-1-1-1 1 13-3-2-1-1-1-1 1 1

(continued on next page)
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Table 4 (continued from previous page)

Type (i) Type (ii) Type (iii)
Rank y fy ŷ y fy ŷ y fy ŷ

137 4-2-2-2-2-1 1 1 3-3-2-2-2-1-1-1 1 1 3-3-2-2-1-1-1 1 1
138 4-3-2-2-1-1-1 1 1 3-3-3-1-1 1 1 3-3-2-2-2-1-1-1 1 1
139 4-3-2-2-1 1 1 3-3-3-2-1-1-1 1 1 3-3-3-1-1 1 1
140 4-4-1-1 1 1 3-3-3-2-2-1 1 1 3-3-3-2-1-1-1 1 1
141 4-4-2-1-1-1 1 1 3-3-3-2-2-2-2-1 1 1 3-3-3-2-2-1 1 1
142 4-4-2-1 1 1 3-3-3-2 1 1 3-3-3-2-2-2-2-1 1 1
143 4-4-2-2-1 1 1 4-2-2-1-1-1-1-1 1 1 3-3-3-2 1 1
144 4-4-3-2-1 1 1 4-2-2-2-1-1-1 1 1 4-2-2-1-1-1-1-1 1 1
145 4-4-3-3-1 1 1 4-2-2-2-1-1 1 1 4-2-2-2-1-1-1 1 1
146 4-4-3 1 1 4-2-2-2-2-1-1 1 1 4-2-2-2-1-1 1 1
147 4-4 1 1 4-2-2-2-2-2 1 1 4-2-2-2-2-1-1 1 1
148 5-1-1-1-1 1 1 4-3-2-2-1-1-1 1 1 4-2-2-2-2-2 1 1
149 5-2-1-1-1-1 1 1 4-3-2-2-1 1 1 4-2-2-2 1 1
150 5-2-1-1-1 1 1 4-4-1-1 1 1 4-3-2-1-1-1 1 1
151 5-2-2-2-1-1 1 1 4-4-2-1-1-1 1 1 4-3-2-2-1-1-1 1 1
152 5-2-2-2-2-1 1 1 4-4-2-2-1 1 1 4-3-2-2 1 1
153 5-2-2 1 1 4-4-3-1 1 1 4-4-1-1 1 1
154 5-3-2-2-1 1 1 4-4-3-2-1-1-1 1 1 4-4-2-1-1-1 1 1
155 5-3-2 1 1 4-4-3-3-1 1 1 4-4-2-2-1 1 1
156 5-3 1 1 4-4-3 1 1 4-4-3-1-1-1-1 1 1
157 5-4-2 1 1 5-1-1-1-1 1 1 4-4-3-1 1 1
158 6-2-1-1-1 1 1 5-2-1-1-1-1 1 1 4-4-3-2-1-1-1 1 1
159 6-2-1-1 1 1 5-2-2-1-1-1-1 1 1 4-4-3-3-1 1 1
160 6-3-1-1 1 1 5-2-2-2-1-1 1 1 5-1-1-1-1 1 1
161 6-3-2-1 1 1 5-2-2-2-1 1 1 5-2-1-1-1-1 1 1
162 7-2-1-1-1 1 1 5-2-2-2-2-1 1 1 5-2-2-1-1-1-1 1 1
163 8-1-1-1 1 1 5-3-2-1 1 1 5-2-2-2-1-1 1 1
164 5-3-2-2-1 1 1 5-2-2-2-1 1 1
165 5-3-2 1 1 5-2-2-2-2-1 1 1
166 5-4-2 1 1 5-3-2-1 1 1
167 5-5-2 1 1 5-3-2-2-1 1 1
168 5-5-3-1 1 1 5-3-2 1 1
169 6-2-1-1 1 1 5-4-2 1 1
170 6-3-1-1 1 1 5-5-2 1 1
171 6-3-2-1 1 1 5-5-3-1 1 1
172 6-4-1-1-1 1 1 6-2-1-1 1 1
173 7-1-1-1 1 1 6-3-1-1 1 1
174 7-2-1-1-1 1 1 6-3-2-1 1 1
175 8-1-1-1 1 1 6-4-1-1-1 1 1
176 7-1-1-1 1 1
177 7-2-1-1-1 1 1
178 8-1-1-1 1 1

Total 17309 Total 16351 Total 15155





Quantitative data processing in the ORD speech
corpus of Russian everyday communication

Tatiana Sherstinova

1 Introduction: the ORD corpus

The main aim of creating the ORD corpus is to collect recordings of normal
speech which is used in everyday communication and made in natural con-
ditions. For this purpose subjects spent one day with dictaphones that hang
around their necks and record all their communication. The abbreviationORD
stems from the RussianOdin Rečevoj Den’, literally translated as “one day of
speech” (Asinovskij et al. 2009: 251f.).

At present the ORD corpus contains recordings made by a demographically
balanced group of 40 subjects (20 men and 20 women) representing various so-
cial and age strata of the St. Petersburg population: students, military students,
engineers, managers, scientists, doctors; also an IT technologist, seller, builder,
psychologist, photographer, baby-sitter, drawing teacher, etc. (for more details
see Table 2). The subjects’ ages range from 16 to 70 years. Though the record-
ings were made under conditions of full anonymity, all subjects filled in soci-
ological questionnaires, passed psychological testing, and kept diaries of their
“day of speech”, noting basic conditions of communication.Beside subjects’
speeches, their 600 interlocutors were also recorded. Interlocutors were people
of different ages (from 3 to 68 years) and occupations that were in friendly,
family, professional or other relations with the subjects.

The recorded material contains diverse genres and styles ofspeech: conver-
sations at home with relatives (at breakfast, at dinner, in the evening, at leisure,
at home parties, etc.), professional and informal conversations with colleagues,
communication during studies (lectures, practical lessons, informal students’
conversations), communications with friends in differentplaces and under dif-
ferent circumstances, e.g. visiting doctors, shopping, child-rearing, holidays
events, entertainment and leisure-time, all kind of telephone talks, etc. Record-
ings were made in a variety of places: at home, in the office, while traveling
by public transportation, walking outside, at universities, in military college,
coffee shops, bars, restaurants, shopping centers, amusement parks, etc. (Asi-
novskij et al. 2009: 253).

As a result more than 320 hours of recording were obtained, from which
268 hours contained speech data quite suitable for further linguistic analysis
and more than 90 hours of recordings were good enough for further phonetic
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analysis. All recordings were audited by experts, the fragments without speech
longer than several minutes were cut from ORD files. The recordings were
split into files according to communicative episodes (Sherstinova 2009: 259).
Currently the corpus contains 994 communicative episodes.

The corpus is being annotated on multiple linguistic and paralinguistic lev-
els: main communication episodes, mini-episodes (within larger ones), ortho-
graphic transcripts of phrases, non-language audio events, speakers, voice qual-
ity, different comments. ORD annotation principles are described in (Shersti-
nova et al. 2009). By December 2009, more than 33 hours of recording (125
communicative episodes) have been annotated on the main eight levels. In ad-
dition, segmentation into words has been selectively made as well as segmen-
tation and annotation of some affixes.

Figure 1 presents a fragment of annotation of one phrase on eight levels:
Frase(transcript of speech),Speaker(Speaker’s code),Words, Morphems(real
phonetic transcription of morphemes in IPA),Morphems-gram(grammatical
type of morphemes),Morphems-orth(spelling of morphemes),Voice(quality
of speaker’s voice),FraseComment(general comment about the phrase). This
fragment is taken from communication episode #35–20 (at home with a cat)
and mini-episode “The subject is coming home from work and receives an
enthusiastic welcome from his cat. Nobody else at home”. Speaker’s code is
“И35” (male, 70 years of age, engineering inspector, higher education, Rus-
sian, born in Buryatia, lives in St. Petersburg since 1970).Code *Л on Voice
level means that the phrase translated as «He is meeting daddy, that’s an at-
taboy!» is spoken in a tender mode. FraseComment explains that the phrase is
addressed to a cat.

Figure 1: A fragment of annotation for one phrase in the ORD corpus
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The corpus presents unique linguistic material, allowing us to perform fun-
damental research in many aspects: study of real spontaneous speech, phonetics
and grammar of spoken language, psycholinguistics, communication studies,
etc. Special interest is invoked by the possibility to compare the real speech
(spoken texts) of a person in different communicative situations. At the same
time these absolutely natural recordings may be used for practical purposes:
for example, for verification of many scientific hypotheses,for adjustment and
improvement of speech synthesis and recognition systems, etc.

The creation of the ORD corpus requires quantitative data processing on
different levels of linguistic and paralinguistic annotations: frequency lists of
words in different communication situations, frequenciesof syntactic struc-
tures, grammatical forms, morphemes, real phonetic transcription of words and
morphemes, prosody models, rhythm patterns, etc. Quantitative data process-
ing is based mainly on statistical methods.

2 ORD processing tools

The ORD annotation is being made with the use of two professional anno-
tation programmes: ELAN (EUDICO Linguistic Annotator) developed at the
Max Planck Institute for Psycholinguistics (Nijmegen, NL)– see Hellwig et
al. (2009) – and PRAAT created by Paul Boersma and David Weenink (the In-
stitute of Phonetics Sciences, University of Amsterdam, The Netherlands) –
see Boersma and Weenink (2009). Most of the annotation levels are made in
ELAN , whereas phonetic transcripts are performed in PRAAT. For quantitative
data processing the following standard software tools are used:

1. ELAN procedures for processing of linguistic annotations (Hellwig et al.
2009).

2. VISUAL BASIC utilities and macros created in MS ACCESSfor the pro-
cessing of tabular data and linguistic annotations converted into *.mdb
format.

3. STATISTICA 8 for statistical processing of all data types.

Besides, a number of corpus-oriented software packages were created for
ORD processing:

1. The E-CAR programme that allows us to perform various lexical and
morphological analysis (in particular, to built frequencylists and con-
cordances, carry out full-fledged lexical analysis, perform automatic ex-
traction of morphemes, classify morphemes, etc.).

2. The E-LEX software was specially created for compiling digital dictio-
naries. It is used for compilation of a Russian everyday speech dictio-
nary, and for integration and comparison with academic dictionaries of
the Russian language.
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3. Specialized programs and utilities were created for dataconversion op-
timization between processing software and for specialized processing
tasks not handled by the standard tools, in particular, utilities for frag-
mentary playback of recordings in different applications,the programs
for calculating various text data indices, utilities for determining most
frequent valency of lexical units, etc.

3 General statistics of transcripts

Orthographic transcripts of phrases, which are the main units of description,
are kept on theFrase level of annotation files. Currently transcripts have been
made for 33 hours of speech. Annotation on the Frase level contains 244075
“annotation words”, from which 205009 are proper linguistic words or dis-
course particles. Table 1 shows the distribution of transcribed communication
episodes grouped by social role of interlocutors. From Table 1 one may see that
a quarter of all transcripts refer to communication betweenfriends, about 20%
of transcripts describe conversations between relatives,and the same amount
of transcripts were obtained for communication between colleagues.

Table 1:Duration of transcribed communication episodes grouped bythe social role of
the interlocutors

Interlocutors of Duration Duration
N communication episodes (min) (hours) %

1 Friends 524 8.73 25.79
2 Relatives 424 7.07 20.87
3 Colleagues 415 6.92 20.42
4 Neighbors or acquaintances 156 2.60 7.68
5 Service staff/Clients 124 2.07 6.10
6 Doctors/Patients 98 1.63 4.82
7 Teachers/Students 97 1.62 4.77
8 Oneself 89 1.48 4.38
9 Classmates 74 1.23 3.64

10 Strangers 19 0.32 0.94
11 Owner/Animal 12 0.20 0.59

∑ 2032 33.87 100.00

Table 2 contains information about the amount of transcribed speech ob-
tained for each subject (and her/his interlocutors).
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Table 2:The ORD subjects and transcripts in numbers (G = Gender; A = Age)

Speaker Duration Annotation
(Code) G A Occupation Episodes (min) (hours) words (f )

S01 F 33 Baby-sitter 5 93 1.55 11206
S02 M 32 Engineer 1 23 0.38 2234
S03 F 33 Market analyst 4 38 0.63 5675
S04 F 34 Linguist (Ph.D.) 5 125 2.08 20892
S05 F 27 Psychologist (Ph.D.) 5 47 0.78 6173
S06 F 40 Housewife, nurse 6 57 0.95 5242
S07 M 45 Warrant officer 4 97 1.62 10962
S08 F 16 Schoolgirl 3 64 1.07 7290
S09 F 27 Structural designer 2 31 0.52 4865
S10 M 28 Engineer 2 36 0.60 3993
S11 F 28 Guide 4 65 1.08 6636
S12 F 26 Purchase manager 2 57 0.95 6526
S13 F 22 Secretary 3 55 0.92 8126
S14 F 33 Lecturer (phil., Ph.D.) 2 6 0.10 294
S15 M 20 Military student 2 23 0.38 2440
S16 M 22 Military student 1 13 0.22 1506
S17 M 17 Military student 3 30 0.50 2827
S18 F 19 Student 1 23 0.38 3172
S19 F 41 Market analyst 3 75 1.25 8858
S20 F 23 Economist 2 31 0.52 4254
S21 M 27 Business manager 6 56 0.93 5938
S22 F 35 Spanish teacher 3 64 1.07 7905
S23 F 23 Shop assistant 1 10 0.17 1502
S24 F 63 Meteorologist. D.S. 7 120 2.00 9405
S25 M 35 Chemist (techn.) 1 29 0.48 4303
S26 M 44 IT-specialist 2 18 0.30 1929
S27 F 20 Student 4 66 1.10 7767
S28 M 19 Student 4 67 1.12 7592
S29 M 22 Archaeologist 1 31 0.52 2594
S30 F 20 Student 2 62 1.03 6821
S35 M 70 Engineering inspector 8 114 1.90 11512
S36 M 40 Builder 6 74 1.23 10489
S37 F 59 Painting teacher 4 37 0.62 5357
S38 M 58 Businessman 1 27 0.45 4280
S39 M 53 Photographer 5 73 1.22 12671
S40 M 40 Pediatrician 2 41 0.68 3858
S41 M 63 Engineer 1 29 0.48 3050
S42 M 56 Project consultant. Ph.D. 4 78 1.30 7322
S43 M 60 University prof. (Ph.D.) 1 24 0.40 1655
S44 M 41 Pediatrician 2 23 0.38 4954

∑ 125 2032 33.87 244075
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Thus, transcripts for male subjects cover 15.10 hours of speech and con-
tain 106109 annotation words, whereas for 20 female subjects 18.77 hours
were transcribed (137966 annotation words). Though initially it was planned
to transcribe the same amount of speech material for each subject, when the
annotation had started it turned out that the recordings of some subjects are
“better” than that of others (e.g., less background noise, more types of com-
municative episodes, interesting and clearly audible interlocutors). Because of
that it was decided to transcribe first the most interesting episodes of higher
quality. Annotating of the corpus is still in progress.

Besides transcripts the level Frase contains references topauses (*П) (cf.
Figure 1). Neither periods nor commas were used for transcribing speech; pho-
netic symbols ‘//’ and ‘/’ were used instead. The division ofthe real speech
stream into fragments – sentences or syntagmas – turned out to be a serious
problem, which does not have a unique solution in many cases;for more details
see (Ryko and Stepanova 2008). Therefore, though we have theexact numbers
of how often the symbols marking the end of the phrase (‘//’, ‘/’, ‘?’ and ‘!’)
were used in ORD transcripts, we should consider these data to be approximate
(cf. Table 3).

Table 3:Frequency list of sentences and syntagmas

Types of speech fragment Frequency %

Sentences (all) 34213 100.00

Declarative sentences 23504 68.70

Interrogative sentences 6627 19.37

Exclamatory or imperative sentences 2080 6.08

Unfinished (interrupted) phrases 2002 5.85

Syntagmas (all) 65052 100.00

Syntagmas (not-finite) 32841 50.48

The average length of sentences in the ORD corpus is six words(5.99) or
1.9 syntagmas, and the average length of syntagmas is 3.15 words.

Speech is written in standard orthography (phonetic declinations are to
be noted on another level). Besides symbols of sentence/syntagma division,
transcripts may contain other symbols (see Table 4). The percentage given
in Table 4 is calculated with respect to the total number of annotation words
(244075).
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Table 4:Frequency list of auxiliary annotation symbols

Symbol Meaning Frequency %

*П pause 24816 10.17
*Н fragment of unintelligible speech 5869 2.40
*С laughter 1204 0.49
*В sigh or audible breath 1517 0.62
*К cough 128 0.05
*Ш noise 1275 0.52
() short hesitation pause 1504 0.62
(. . . ) long hesitation pause 2465 1l .01
(м-м),
(э-э),
(а-а),
(а-м),
etc.

fillers (hesitation pause filled by different
sounds)

1839 0.75

по. . . ,
канна. . . ,
etc.

interrupted words 3010 1.23

(?) questionable or ambiguous transcript 910 0.37
# change of a speaker in overlapping speech 3759 1.54
@ remark inserted by another speaker in over-

lapping speech fragments
3485 1.43

4 Frequency lists for speech transcripts

Table 5 presents the top of the frequency list for the transcribed part of the cor-
pus compiled on the base of 205005 “linguistic” words and discourse particles.
These data are not lemmatized, as POS-tagging of the ORD corpus is still not
finished. Moreover, it turned out that in many cases the border between lexi-
cal and discourse meaning of the word is rather vague. For example, the word
form говорю (#68 in the frequency list) in the utterance “Я ему говорю,

что. . . ” [I told him that . . . ] has pure lexical meaning, whereas in “Говорю

тебе, что. . . ” [I am telling you that. . . ] it has more discourse meaning: “I
know what I am speaking about”, “I insist on my opinion”.

Many words in this top list are polyfunctional: depending oncontext they
may act either as a “normal” lexeme with direct semantic meaning or as a
discourse particle, having rather a pragmatic function or being just a filler.
In Table 5 these words are denoted by an asterisk (∗) together with discourse
particles. These words deserve special attention and further investigation.

The highest rank in the frequency list is the personal pronoun я (I ) taking
2.63% of all tokens. For oral speech this kind of result was expected. The three
top ranking items in the frequency list of the spoken component of the British
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Table 5:Most frequent Russian word forms in the ORD corpus

R Word N % R Word N % R Word N %

1 я 5398 2.63 49 к 484 0.24 97 вам 264 0.13
2 не 4924 2.40 50 когда 481 0.23 98 сегодня 253 0.12
3 вот∗ 4800 2.34 51 будет 480 0.23 99 тогда 251 0.12
4 ну∗ 4727 2.31 52 как бы∗ 479 0.23 100 о 247 0.12
5 да∗ 4370 2.13 53 очень 478 0.23 101 от 243 0.12
6 а∗ 4187 2.04 54 тебе 464 0.23 102 думаю∗ 241 0.12
7 и 3637 1.77 55 его 463 0.23 103.5 быть 237 0.12
8 что 3625 1.77 56 ой∗ 448 0.22 103.5 из 237 0.12
9 в 3516 1.72 57 тут∗ 447 0.22 105 как-то 231 0.11
10 это∗ 3365 1.64 58 может∗ 442 0.22 106 пока∗ 228 0.11
11 там∗ 2931 1.43 59 значит∗ 438 0.21 107 них 227 0.11
12 у 2684 1.31 60 такой∗ 434 0.21 108.5 ж∗ 226 0.11
13 так∗ 2510 1.22 61 или 428 0.21 108.5 почему 226 0.11
14 на 2293 1.12 62 хорошо∗ 428 0.21 110 была 224 0.11
15 ты 1674 0.82 63 потому 422 0.21 111 нам 221 0.11
16 с 1590 0.78 64 за 416 0.20 112 такие∗ 220 0.11
17 то∗ 1550 0.76 65 давай∗ 415 0.20 113 сколько 218 0.11
18.5 всё∗ 1508 0.74 66 тебя 414 0.20 114 него 217 0.11
18.5 нет 1508 0.74 67 знаешь∗ 410 0.20 115 этого∗ 208 0.10
20 (э-э)∗ 1484 0.72 68 говорю∗ 403 0.20 116 блядь∗ 206 0.10
21 он 1441 0.70 69 только∗ 401 0.20 117 ему 204 0.10
22 как 1366 0.67 70 чего 399 0.19 118.5 пять 199 0.10
23 мне 1207 0.59 71 бы∗ 392 0.19 118.5 типа∗ 199 0.10
24 она 1134 0.55 72 этот∗ 372 0.18 121 время 197 0.10
25 угу∗ 1116 0.54 73 можно∗ 369 0.18 121 короче∗ 197 0.10
26 есть 1073 0.52 74 где 367 0.18 121 понятно∗ 197 0.10
27 меня 1045 0.51 75 ага∗ 366 0.18 123.5 (м)∗ 196 0.10
28 мы 947 0.46 76 ничего∗ 361 0.18 123.5 слушай∗ 196 0.10
29 они 944 0.46 77 конечно∗ 355 0.17 125 эта 190 0.09
30 сейчас 934 0.46 78 такая∗ 352 0.17 126 какой 189 0.09
31 ещё∗ 917 0.45 79 что-то 350 0.17 127.5 могу 182 0.09
32 уже∗ 867 0.42 80 раз 330 0.16 127.5 наверное∗ 182 0.09
33 но 863 0.42 81 её 314 0.15 130 двадцать 180 0.09
34 надо∗ 846 0.41 82 такое∗ 312 0.15 130 ей 180 0.09
35 же∗ 812 0.40 83 эти∗ 312 0.15 130 нормально∗ 180 0.09
36 просто∗ 739 0.36 84 даже∗ 307 0.15 132.5 туда 178 0.09
37 по 725 0.35 85 блин 305 0.15 132.5 хочу 178 0.09
38 вообще 689 0.34 86 до 301 0.15 134 в общем 176 0.09
39 нас 615 0.30 87 вас 293 0.14 135 эту 174 0.08
40 знаю∗ 608 0.30 88 два 292 0.14 136.5 нужно∗ 172 0.08
41 если 585 0.29 89 ладно∗ 288 0.14 136.5 этом 172 0.08
42 тоже 583 0.28 90 был 285 0.14 138 много 170 0.08
43 все 526 0.26 91 их 277 0.14 139.5 (н-н)∗ 164 0.08
44 было 521 0.25 92 кто 274 0.13 139.5 понимаешь∗ 164 0.08
45 вы 511 0.25 93 ли∗ 272 0.13 141.5 буду 157 0.08
46 здесь 496 0.24 94.5 для 271 0.13 141.5 делать 157 0.08
47 говорит 494 0.24 94.5 чтобы 271 0.13 143 больше 155 0.08
48 потом 490 0.24 96 один 267 0.13 144 этой 153 0.07
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National Corpus are similarly taken by pronouns:I, you and it (Leech et al.
2001). After being lemmatized, the lexemeя has the frequency 7686 (3.75%
of tokens). As for the pronounты (you), its frequency is more modest, making
way for a row of discourse particles: the word formты (the nominative case
of you) has rank 15 (0.82%). After being lemmatized,ты has a frequency
of 2624 (1.28%), but still has a lower rank than “you” has in British English
frequency list.

The negative particleне (not) has the second rank, taking practically the
same percentage as the pronounя (2.40%). It is an interesting phenomenon,
which may lead to a hypothesis that in oral communication Russians prefer
to use negative phrases. However, if we refer to traditionalRussian frequency
dictionaries, we may see that particleне always takes high ranks: third rate in
Zasorina (1977) and fourth rate in Steinfeldt (1963).

What is totally surprising is the great number of discourse particles:вот
(rank 3, 2.34%),ну (rank 4, 2.31%),да (both a positive particleyesand a
discourse particleyet) (rank 5, 2.13%),там (rank 11, 1.43%),так (rank
11, 1.22%) and many others. Discourse particles, called in traditional Russian
linguistics “parasitic words”, are known to be a widespreadfeature of Russian
spoken language. Earlier these particles were considered to be indicators of
poor speech skills. This is likely to be the case when the percentage of these
idle “words” is excessive as in the example below. However, in recent studies
the meaning of discourse particles is reconsidered in a morepragmatic sense,
e.g., in Shmelev (2008).

The ORD corpus provides opportunity to study the functioning of lexemes
and particles in real speech. For example, the following phrase belongs to
speaker S39 (photographer) explaining to a client in his studio the differences
in anthropological features of different nations. From 48 word-like elements of
this utterance only 10 (which are underlined in wave form) have lexical mean-
ing. All the other words are discourse particles or just fillers:

а вот (э-э) на. . . н. . . вот наше вот это вот (э-э) вот это вот / вот
тут /

:::

тут
::::::::

сложнее
::::::::

гораздо / да // потому что / значит / я вот
/ вот (э-э) вот эти / ну в принципе / значит / ну / п. . . по моим /
понятиям значит /

:

я
:::

же
:::

не
:::::::

отличу так скажем /
::::::::

таджика
:::

от
::::::

узбека
что называется / да да да // да ?

This sentence means:

[. . . ] it’s
::::

much
:::::

more
:::::::

difficult
:::

here / [. . . ]
:

I
:::

can
:::

not
:::::::::

distinguish [. . . ] /
::::

Tajik
::::

from

:::::

Uzbek [. . . ] / can I ?
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5 Conclusion

The results presented should be considered to be preliminary, as annotation of
the corpus is still in progress. Evidently, the expansion ofthe empirical base
and the processing of new transcripts will in a way modify thegiven results,
though general tendencies should remain. Our next task is tobuilt frequency
lists and concordances for individual speakers, for groupsof speakers and for
communicative situations that are similar. It should allowus to describe more
precisely the vocabulary and grammar of the Russian modern spoken language,
and throw more light on Russian communication strategies.
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Complex investigation of texts with the system
“StyleAnalyzer”

O.G. Shevelyov, V.V. Poddubnyj

1 Introduction

Discovering regularities of stylistic features of texts (genres, authors, author’s
gender, topics, etc.), clustering and classification, and vocabulary analysis in-
volves the processing of textual and numeric data. Common mathematical and
statistics packages, and word processors are too unwieldy to work with large
amounts of such mixed data. They have a lot of irrelevant methods and a lack
of specific ones dealing with text processing peculiarities. Most specialized
quantitative linguistics software are single-purpose implementations of partic-
ular methods that do not provide functionality for multi-faceted computational
linguistics investigations like preparing and filtering the data, choosing method
parameters, the testing and comparison of different methods. At the same time
the development of quantitative linguistics highly depends on the availability
of powerful tools for versatile and mass text analysis. Those tools have to be
convenient enough to be used not only by software developersand mathemati-
cians, but, what is even more important, by classical scholars (e.g. linguists,
historians).

In 2004 the project named “StyleAnalyzer” was started at theComputer
Science Department of Tomsk State University. In 2005 a group of linguists
from Moscow State University joined the project. The idea was to create a ver-
satile multiple document interface (MDI) software tool forresearchers to carry
out various computational linguistics investigations. The process of research in
“StyleAnalyzer” can be divided into three main stages:

1. preprocessing of texts,
2. transforming texts to numeric data and preprocessing it,
3. analysis of numeric data.

Every stage is independent and provides intermediate data that can be saved
and used in other systems if StyleAnalyzer lacks some method. This article
outlines the stages of processing in the tool developed, themethods included
in the tool, and the possibilities that the tool brings to theresearchers.
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2 Preprocessing of texts

Unfortunately there is no public data base of electronic texts covering many
text styles, languages and authors where all the texts are free of formatting
errors. Texts for experiments usually come from different sources, and have
different formatting. Analysis of them without any preprocessing can cause
unpredictable and distorted results. Moreover, preprocessing is useful for some
specific analyses of texts (e.g. narrator speech). StyleAnalyzer works with sim-
ple text files. It receives a list of texts which can be processed with given pa-
rameters. Preprocessing includes:

– cleaning texts and the unification of their formatting in batch mode,
– special processing (e.g. removing dialogs, splitting into fragments),
– the correction and transforming of Russian grammar markup,
– the substitution of words by given vocabulary (e.g. replacing all the

words with their roots).
StyleAnalyzer also works with so called “vertical texts”. They are text files

where each running word is located on its own line together with its normal
form and grammar codes. The current version of StyleAnalyzer does not create
vertical texts itself, but imports them from the format of the system DicTUM-
1, developed at MSC (cf. Kukushkina and Polikarpov 1996). DicTUM-1 adds
grammar information to words. On the stage of the preprocessing, the service
information is manually added to texts. The information caninclude different
attributes like title, short title, author name, and short author name, gender
of author, genre type, and genre, dates of creation and publication, period of
creation (for example, 60th), subject. It is used first to create uniform subsets
of texts (for example, to investigate text only in a specific genre to get rid of
gender differences), and second for analysis (for example,to classify by author,
or gender, or to show detailed information about texts on graphs).

3 Extraction of numeric features

The majority of analysis methods are feature-based. Therefore one first has to
extract numeric data from texts and only then can analyze them. StyleAnalyzer
has a built-in query language for the extraction of values ofvarious user-defined
features. It allows the extraction of frequency values of specific combinations
and chains of text elements: letters, morphemes, words, categories of words
and sentences. One can set the grammar properties of words ina query, pro-
viding processed texts are vertical. For a given set of textsa user can choose a
set of features. They can do basic operations with queries (e.g. adding a new
feature, deleting one), save and load presets of features toa file. Before starting
the extraction the user has to choose a representation of results (e.g. feature
table, list of text elements fitting to features, sequences of features in text).
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Texts can be automatically broken into equal size fragmentsif need be. There
are macros buttons that allow adding elements and their properties to a query.
During feature value extraction the user sees a growing table of features and
detailed statistical information about the process. Any extracted data maintains
all its source information, so every line in a result table islinked to a particular
text. The results are written to two files:

1. a text file with pure numeric data,
2. an XML file with additional information about the fragments processed

(e.g. their sizes, titles, authors).

The size of a text in different elements (sentences, words, and letters) is
one of the most important pieces of information that is used for normaliza-
tion and by text processing algorithms. One special type of text transformation
is the extraction of suffix arrays. A suffix array is an array ofintegers hold-
ing the starting positions of suffixes of a string (text) in lexicographical order.
In StyleAnalyzer suffix arrays are used for creating suffix trees representing
suffixes of texts in a special graph that is convenient for compression-based
analysis methods.

4 Analysis

There are three types of data analysis in StyleAnalyzer:

1. structure analysis,
2. feature-based analysis,
3. compression-based analysis.

Structure analysis deals with source texts without any feature extraction.
StyleAnalyzer has rather limited abilities in this field right now. It allows for
extracting vocabularies of texts (words and normal forms),calculates phonose-
mantic values of Russian words and texts (to estimate how a word or text
sounds, for example, bad or good, great or misery, weak or strong, cold or hot)
(Žuravlev 1974). StyleAnalyzer can also generate pseudo-words with given
phonosemantic characteristics. Suffix arrays and suffix trees can also be used
for structure analysis.

Feature-based analysis uses the data frequency tables built at the stage
of feature extraction. StyleAnalyzer includes hierarchical cluster analysis (by
different measures, cluster distances), statistical hypothesis testing, classifi-
cation (decision trees, feed-forward neural networks, entropy-based Khmelev
method,C-, R-measures), feature space analysis and reduction (entropy- and
classification-based, factor analysis), visualization (graphs of feature values,
self-organizing maps). Those methods provide all runtime data (e.g. distance or
cluster linkage tables, decision tree text rules) for reporting or debugging. Re-
sults data (tables, graphs, maps) can be adjusted in the graphical user-interface
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to show the information of interest to the user (e.g. only text authors and titles,
only gender and topic for texts or distances values for clusters). Additional
statistics such as corpus size in megabytes or words, the number of texts by
text characteristics (gender, genre, etc.) are available.The resulting classifi-
cation and clustering data can be verified by state-of-the-art testing methods
(k-fold, leave-one out) and estimated by tried-and-tested measures (recall, pre-
cise,F-measure). The results of testing and estimations can be shown in an
MDI window with corresponding tables or marked directly on agraph (e.g.
F-measure for best clusters on a dendrogramm) (Poddubnyj et al. 2006: 121).

Compression-based analysis works with suffix trees. There are no particular
features the user has to set for compression-based methods.Those methods
use texts themselves as as sets of strings. StyleAnalyzer uses suffix arrays as
an input and creates suffix trees on-the-fly while using a compression-based
method. Currently only one compression-based approach is implemented in the
system that is used for clustering texts byCS-, RS- or TS-measures. They are
symmetrical modifications of theC-, R-, T-measures (Shevelyov 2008: 113)
developed by Hunnisett and Teahan (2004).

5 Conclusion and future work

StyleAnalyzer has been extensively used by the Laboratory of Computer Lin-
guistics and Lexicology at Moscow State University. Employees of the labo-
ratory have been doing different experiments with big corpora. Hundreds of
texts by many authors were clustered with different parameters by different
text styles. Some experiments were made in StyleAnalyzer using classification
methods (Kukushkina et al. 2007: 391). The main goal of the experiments was
to find sets of features that could be reliably used to distinguish different types
of texts.1

It has been noted by Moscow State University linguists that StyleAnalyzer
is very convenient for different kinds of text analysis, though some methods
and procedures that are necessary for better understandingof the results are
still missing. The linguists are not interested in “black box” methods. They
always ask for clear explanations of how a specific method works, which rules
or limitations are used, and whether or not it is possible to see additional graphs
and tables that clarify why a text falls into a certain cluster or was recognized
as a particular class. The collaboration of the programmersfrom Tomsk and the
linguists from Moscow, is mainly an effort to create a commonunderstanding.
The main results of the collaboration are improved reporting, configuration and
visualization systems of StyleAnalyzer.

It was found that the query language’s powerful abilities tocreate sophisti-
cated queries was not very useful. Most of the feature sets are quite simple and

1. Russian Foundation for Basic Research, grant 06-07-89320 for 3 years
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it is the speed of feature value extraction that is importantfor users. Storing
text as files on a local disk is not so practical as well. Users tend to create a lot
of different versions of corpora and then it is really hard tomerge them. Re-
searchers create subsets of the data for their needs, copy texts and feature sets
here and there, and it becomes very complicated to follow theactual state of
the corpora when researchers have different geographical locations. There are
problems with access rights. Many third-party researchersask to try the sys-
tem, and students of the philological faculty need it for their scientific work,
but the StyleAnalyzer research group currently cannot share the tool. The only
way to distribute it is to copy the whole program that is written in C# pro-
gramming language which provides limited abilities to protect the algorithms
implemented. Another problem is the speed of calculations.Processing large
amounts of text data in a reasonable time may require parallel algorithms.

In the end, we decided to start the development of the next generation of
the StyleAnalyzer. This time the idea is to create a web-toolthat will work
with texts in a database to facilitate distributed access and different access
levels researches. The tool is going to be developed in the open source pro-
gram language Java, use open source database and state-of-art technologies
like JSP, Ajax, dependency injections, and the Google Web Toolkit. A security
system, and parallel processing are being considered from the very beginning.
The query language will be changed by using regular expressions to make fea-
ture extraction more standardized, faster and simpler. Themain efforts will be
put into the user interface, corpus statistics, and explanatory features. Most of
the analysis algorithms will be imported from the old StyleAnalyzer.
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Retrieving collocational information from Japanese
corpora: its methods and the notion of
“circumcollocate”

Tadaharu Tanomura

1 Introduction

Although Japanese may be said to be one of the best-studied languages of the
world, the history of Japanese corpus linguistics has been very short unfortu-
nately. There has been no publicly available balanced corpus of the language
to this day, and the number of researchers and consequently the number of rel-
evant works as well has been limited. The situation started to change recently,
however. Most notably, a five year nation-level project of Japanese corpus lin-
guistics started in 2006. It is a collaborative project of the National Institute
for the Japanese Language and a few dozen researchers from other institutions.
The principal goal of the project is to construct a balanced corpus of contem-
porary written Japanese. A corpus of a hundred million words, which is now
under construction, will be completed by the spring of 2011.The corpus will
interest researchers of Japanese, and corpora will play an increasing role in a
variety of areas of Japanese linguistics in the future.

In what follows, I will discuss issues of the retrieval of collocational infor-
mation from Japanese corpora, one of my recent attempts at making effective
use of Japanese corpora. The most important area of expectedapplication of
corpus-based collocational analysis I have in mind is the creation of a dictio-
nary of Japanese collocations, either in printed or electronic form.1

2 Preliminary remarks

Before starting the main discussion, a few preliminary remarks will be in order.

2.1 Japanese grammar and writing system

First, we will briefly sketch the grammar and writing system of Japanese, so
that the main discussion later on may be understood better bythe reader who
is not familiar with the language.

1. A more detailed discussion of the topics dealt with in Section 3 of this paper, as well as a
few created sample entries of a possible collocational dictionary of Japanese, may be found
in Tanomura (2009). The topic to be taken up in Section 4 is discussed here for the first time.
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2.1.1 Grammar

Japanese is a consistent SOV, head final language, as may be exemplified by
the following simple sentence:2

(1) watasi-wa
I-TOPIC

ongaku-o
music-ACC

aisu-ru.
love-PRES

‘I love music.’

Another important characteristic of Japanese grammar is its agglutinative
morphology. Grammatical elements are appended to nouns andverbs as shown
in Example (2):

(2) a. watasi-ga (‘I-NOM’)
watasi-o (‘I-ACC’)
watasi-ni (‘I-OBL ’, ‘to me’)
watasi-ni-mo (‘I-OBL-also’, ‘also to me’)
watasi-ni-sae (‘I-OBL-even’, ‘even to me’)

b. tabe-ru (‘eat-PRES’, ‘eat’)
tabe-ta (‘eat-PAST’, ‘ate’)
tabe-nai (‘eat-NEG’, ‘do not eat’)
tabe-rare-ru (‘eat-PASS-PRES’, ‘be eaten’)
tabe-rare-ta (‘eat-PASS-PAST’, ‘was/were eaten’)
tabe-rare-nai (‘eat-PASS-NEG’, ‘be not eaten’)
tabe-sase-ru (‘eat-CAUS-PRES’, ‘make sbeat’)
tabe-sase-rare-ta (‘eat-CAUS-PASS-PAST’, ‘was/were made to eat’)

2.1.2 Writing system

As for the writing system of Japanese, there are two major kinds of charac-
ters used in Japanese, calledkanaandkanji respectively. Eachkanabasically
denotes a mora. There are about a hundred of them, including the following.

(3) � (a),� (i),� (u),� (e),
 (o),
� (ka),
 (ki),� (ku),� (ke),� (ko)

Eachkanji basically represents a combination of sound and meaning. There
are tens of thousands of them, and they were borrowed from Chinese in older
times with a small number of exceptions.

2. Japanese examples will be transcribed roughly accordingto the Kunrei-shiki romanization
system.
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(4) K (iti, ‘one’), f (ni, ‘two’), � (san, ‘three’),6 (si, ‘four’)
M (watasi, ‘I’),� (ai, ‘love’), ÖS (on gaku, ‘music’)

From a computational linguistics point of view, a crucial fact about conven-
tional Japanese writing is that words are not separated by spaces. A sentence
written inkanaandkanji will look like:

(5) M�!/?*ÖSR��K�
‘We all love music.’

which may be decomposed as follows according to the phrasal and morpholog-
ical boundaries:

(6) M-�!-/
watasi-tati-wa
I-plural-TOPIC

?*

mina
all

ÖS-R
ongaku-o
music-ACC

��-K�
aisu-ru
love-PRES

The fact that words are not separated by spaces presents a challenge for
almost any kind of computational processing of Japanese texts, including the
analysis of collocation. We will return to this issue later.

2.2 Web corpus used in this study

A large amount of linguistic data is required for collocational analysis. In this
study, a Web corpus constructed by the author in 2008 will be used. It is a
collection of some ten million Web pages, and consists of about 75 billion
characters. This amounts to about 45 billion words, or 150 Giga bytes in file
size.

The Web corpus was constructed by the following five-step procedure:

1. Make a large list of (sets of) words.
2. Search withYahoo! using those (sets of) words as keywords.
3. Acquire the first hundred URLs in each search result.
4. Acquire the documents referred to by the URLs.
5. Eliminate HTML tags, etc. from the documents.

Although a number of problems were encountered and dealt with in the
actual processing, they will not be mentioned here. The nature of the acquired
documents may differ depending on the keywords given to the search engine in
the second of the five steps mentioned above. Basically I employed the method
of using a set of keywords which were expected to be unbiased as a whole,
but I also attempted a second method of using a set of keywordscharacteristic
of a particular topic or style. In the first method, the set of keywords were
prepared by means of a mechanical segmentation of various types of Japanese
texts, whereas in the second method, a few sets of keywords characteristic of
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a particular topic or style were prepared manually. Of the constructed Web
corpus of 150 Giga bytes, the ratio of the amounts of the textscollected by the
two methods is 2:1. In this paper, the text data of 100 Giga bytes acquired by
the first method will be used for analysis of collocation.

3 Retrieving collocational information

Now we turn to the main topic of this paper, i.e., the retrieval of collocational
information from Japanese corpora.

3.1 Three possible approaches

The first question we need to address is what type of collocates we should
count. Since words are not separated by spaces in Japanese writing, we have to
decide what to count in the first place. I tried three methods:

1. counting co-occurringwords
2. counting co-occurringword sequences
3. counting co-occurringcharacter sequences

My conclusion is that the second method of counting co-occurring word se-
quences, namely, co-occurringN-grams on the word level, is the most effective
one. The third method does produce useful results similar tothose obtainable
by the second method, but is not as precise as the latter. Due to the limitation
of space, we will limit our discussion below to the first and second methods.

In the first and second methods of collocational analysis, weneed to iden-
tify words. Identification of words, or morphemes to be more exact, will be
done with the help of a morphological analyzer namedMeCab(a broad IPA
transcription of its pronunciation in Japanese is [mekabu]), which is distributed
athttp://mecab.sourceforge.net/.3

3.2 Method of counting co-occurring words

In the first method of collocational analysis, words which co-occur with a given
expression are counted. Below are three of the verbs which were found to most
frequently follow the nounnetui(‘zeal, enthusiasm’) in the Web corpus.

3. Mechanical morphological analysis cannot be without errors. But fortunately, that does not
cause a serious problem as far as practical application suchas dictionary making is concerned.
In making a collocational dictionary, statistical facts are only one of the elements which need
to be taken into consideration. Thus, for example, if a collocate sometimes fails to be counted
in corpus analysis, or if something which need not be countedis sometimes counted, it does
not matter unless such mistakes occur frequently. For a moredetailed discussion on this point,
see Tanomura (2009).
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(7) a. aru (‘exist’)4

b. motu (‘have’)
c. makeru (‘succumb’)

Actually we get a large list of such verbs by analyzing a huge corpus, but we
will show only a small number of them here, so that the reader who is not
familiar with Japanese can easily concentrate on the meaning of the examples.
Since this kind of information concerning the co-occurrence of words is not
easily accessible to the native speaker’s introspection, we can ascertain the
effectiveness of this approach.

However, the list of verbs thus obtained is not informative enough. This is
because the three verbs in list (7) are not grammatically related to the noun
netui(‘zeal, enthusiasm’) in the same way. As is shown in list (8),in the case
of the verbaru (‘exist’), the nounnetuitakes on the nominative case markerga
and functions as the subject; in the case ofmotu(‘have’), netui is followed by
the accusative case markero and functions as the object; in the case ofmakeru
(‘succumb’),netui is followed by the oblique case markerni.

(8) a. netui-ga aru (‘zeal-NOM exist’, ‘(lit.) a zeal exists,sbhas a zeal’)
b. netui-o motu (‘zeal-ACC have’, ‘have a zeal’)
c. netui-ni makeru (‘zeal-OBL succumb’, ‘succumb tosb’szeal’)

Thus we should not limit our attention to the co-occurring relation between the
bare nounnetuiand the verbs. Rather, we need to observe the relation between
the noun followed by each of the case markers on the one hand and the verbs
on the other.

The following shows part of the results which were obtained by way of such
a modified procedure. Here are listed four of the verbs which most frequently
co-occur with the noun followed by the oblique case markerni.

(9) a. makeru (‘succumb’)
b. kotaeru (‘respond’)
c. utu (‘strike’)
d. ugokasu (‘move’)

Note that verbs such asaru (‘exist’) and motu (‘have’) have been properly
excluded from this list of verbs. Obviously, (9) and similarlists of the verbs
co-occurring with the nounnetui followed by other case markers will be more
useful than an indiscriminative verb list of which (7) is a part.

4. In fact, it is possible to analyze the basic verbal formsaru, motuandmakeruasar-u (‘exist-
PRES’), mot-u(‘have-PRES’) andmake-ru(‘succumb-PRES’) respectively as we did with the
predicate forms listed in Examples (1) and (2-b). For the sake of simplicity of exposition,
however, we will hereafter regard the present tense suffix-(r)u as a part of the unanalyzed
monomorphemic verbal forms, rather than as an independent morpheme. Morphological com-
plications will be ignored at the sacrifice of exactness and consistency.
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Nevertheless, list (9) is not informative enough, either. The reason is that
the four verbs in (9), in actual contexts of occurrence, are not all related to
netui-ni(‘zeal-OBL ’) in the same way. In the case of the first and second verbs,
makeru(‘succumb’) andkotaeru(‘respond’), they appear in the active voice,
as shown in (10-a) and (10-b), whereas in the case of the thirdand fourth verbs,
utu(‘strike’) andugokasu(‘move’), they must be followed by the suffix-areru,
forming passive predicates, as in (10-c) and (10-d).

(10) a. netui-ni makeru (‘zeal-OBL succumb’, ‘succumb tosb’s zeal’)
b. netui-ni kotaeru (‘zeal-OBL respond’, ‘respond tosb’s zeal’)
c. netui-ni ut-areru (‘zeal-OBL strike-PASS’, ‘be struck bysb’s zeal’)
d. netui-ni ugokas-areru (‘zeal-OBL move-PASS’, ‘be moved bysb’s

zeal’)

To summarize the point, although the method of counting co-occurring
words in fact provides us with collocational information which is hard to ob-
tain through the native speaker’s introspection, information obtainable by this
method is not informative enough. This method therefore needs to be replaced
in favor of the second method of counting not only co-occurring single words
but also co-occurring sequences of words or morphemes (including verb-suffix
sequences such asut-areru (‘strike-PASS’) and ugokas-areru(‘move-PASS’)
among others), to which we now turn.

3.3 Method of counting co-occurring word sequences

In the second method of analysis, sequences of words, or morphemes, which
co-occur with a given expression are counted.

The following list shows a few of the word sequences co-occurring with
netui-ni (‘zeal-OBL ’) which were acquired by analyzing the Web corpus by
this method.

(11) a. makeru (‘succumb’)
b. kotaeru (‘respond’)
c. ut-areru (‘strike-PASS’, ‘be struck’)
d. ugokas-areru (‘move-PASS’, ‘be moved’)

These word sequences are in fact what we listed in (10) above and wanted to
obtain by corpus analysis.

We will see another example of the results of an analysis by the second
method. Example (12) is a small portion of a large list of wordsequences co-
occurring with the adverbmekkiri (‘noticeably, to an obvious degree’). This
adverb is felt by the author to tend to be used with a predicatedenoting either
a decrease of something observable, a change to cold weatheror a decline in
health or vigor.
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(12) a. nat-ta (‘become-PAST’, ‘became (cold, few, etc.)’)
b. het-ta (‘decrease-PAST’, ‘decreased’)
c. sukunaku nat-ta (‘few become-PAST’, ‘became few, decreased’)
d. samuku nat-ta (‘cold become-PAST’, ‘(the weather) turned cold’)
e. samuku nari-masi-ta (‘cold become-POLITE-PAST’, ‘turned cold’)
f. otoroe-ta (‘decline-PAST’, ‘( sb’s health) declined’)

This result again conforms to the native speaker’s intuition, and thus we may
ascertain the effectiveness of the method of counting co-occurring word se-
quences.

However, with respect to the notion of “word sequence”, there is still some-
thing more to observe, which we will discuss in the next section.

4 The notion of “circumcollocate”

There would be no reason to restrict the notion of collocation to a relation be-
tween two words, as is commonly done in discussions of collocation. Rather,
collocation should be regarded as a relation between multiple words in gen-
eral, as we saw in Section 3.2 especially if our goal is to makea collocational
dictionary. What counts from the practical viewpoint of dictionary making are
the overall patterns in which a given expression habituallyoccurs, rather than
simple relations between the expression and co-occurring single words.

To advance this understanding further, we may introduce thenotion of “cir-
cumcollocate” as a particular type of co-occurring word sequence. A “circum-
collocate” is a collocate which habitually sandwiches (i.e. occurs on both sides
of) a given expression. In other words, a “circumcollocate”is a combination
of what we would call for convenience a “precollocate” and a “postcollocate”,
each of which may be a word sequence instead of a single word.

We will illustrate the significance and usefulness of the notion of circum-
collocate in the analysis of Japanese collocation by takingtwo examples.

First, tukiru is an intransitive verb denoting ‘run out, be exhausted’. The
nouns which frequently appear as the subject of this verb includetikara (‘pow-
er’), bansaku(‘all measures’),aisoo (‘patience’),kyoomi(‘interest’), gimon
(‘doubt’), nayami(‘worry’). But these nouns fall under two groups depending
on the overall expression in which they co-occur with the verb tukiru.

(13) a. {tikara/bansaku/aisoo-ga}
{power/all measures/patience-NOM}

tuki-ta
be exhausted-PAST

‘{power/all measures} was/were exhausted’

b. {kyoomi-ga/gimon-wa/nayami-wa}
{interest-NOM/doubt-TOPIC/worry-TOPIC}

tuki-nai
be exhausted-NEG

‘{interests/doubts/worries} will never be exhausted’
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Note that in the first group of nouns shown in (13-a), they co-occur with the
affirmative, past tense form of the verbtukiru. On the other hand, in the second
group of nouns shown in (13-b), they co-occur with the negative, non-past tense
form of the verb. The nouns in question might sometimes appear in a different
configuration as well, but there is an overwhelming tendencyfor them to be
used in the ways indicated above.

So it does not suffice to simply say that the verbtukiru frequently follows
these nouns, or for that matter that it sometimes precedes the suffixes of past
tense or negation. We need to pay attention to the combination of the noun as
a precollocate and the verbal suffix as a postcollocate. My proposal is that we
identify discontinuous word sequences such astikaral. . . ta (‘power. . . PAST’)
andkyoomi-ga. . . nai(‘interest-NOM. . . NEG’) as circumcollocates of the verb
tukiru. Such information about circumcollocates of a given expression in a col-
locational dictionary will be no less useful than information concerning prec-
ollocates and postcollocates.

Let us see another example of circumcollocate withooki (‘(be) many’),
an adjective of an archaic style. The adjectiveooki is typically used in the
phrase patternN1 ooki N2, whereN1 ookiis a relative clause modifyingN2, as
exemplified by the following.

(14) koi
love

ooki
be many

onna
woman

‘( lit.) woman with whom loves are many, woman with many love af-
fairs’

What is worth noting about this phrase pattern is that the habitual combination
of N1 andN2 is rather restricted. The expressions which frequently occur in
the Web corpus include the following.

(15) a. koi
love

ooki
be many

{onna/otoko/otome}
{woman/man/maiden}

‘{woman/man/maiden} with many love affairs’

b. {nayami/yume}
{worries/dreams}

ooki
be many

{tosigoro/zinsei/hibi}
{age (of a person)/life/days}

‘{age/life/days} with many {worries/dreams}’

The phrase patternN1 ooki N2is not idiomatic when saying, for example,
‘man with a lot of money’ or ‘days with a lot of rain’, in spite of the gram-
maticality of the expressions. Hence the need to identifykoi. . . onna(‘love. . .
woman’),nayami. . . tosigoro(‘worry. . . age’), etc. as circumcollocates of the
adjectiveooki, and to include such information in the entry forooki in a collo-
cational dictionary.



Retrieving collocational information from Japanese corpora 221

5 Conclusion

The aim of this paper has been to search for an effective method of retrieving
collocational information from Japanese corpora, and to argue for the signifi-
cance of looking at the collocational relation between multiple words, includ-
ing that of “circumcollocate”.

Japanese corpus linguistics has been lagging behind, but the situation is
changing. Corpora will begin to be applied to a variety of research topics in
Japanese linguistics and yield fruitful results in the nearfuture.
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Diachrony of noun-phrases in specialized corpora

Nicolas Turenne

1 Introduction

Nowadays some fields like biology or nanotechnology producea large num-
ber of scientific papers. It is possible to build specializedtext collections for
content analysis. Documents are also time-stamped, and so features extracted
from them are able to be processed by time. Systematic analysis of language
properties benefits from a distribution description defining linguistic laws. Lots
of laws have been discovered since the pioneering work of Zipf (1929, 1932,
1935). In this paper, we explore the impact of time on the distribution of
“content-word” occurrences in texts, sometimes called named entities, and
the impact of time on the distribution of clusters of “content-words” where
“content-words” are linked because they share common contexts and so re-
veal context dependencies. We made our analysis of single noun-phrases using
two different tools for named-entity extraction (names of proteins and genes)
from two different text collections. But single noun-phrases do not give real
semantic information about content, the factor most representative is associa-
tion. In our study we suppose it is given by simultaneous presence (co-presence
or co-occurrence) in the same context and with repetition (at least two differ-
ent contexts). In our definition a context is a document, which is larger than
the classical linguistic context defined by a sentence. In the second part we
used three corpora, two in biology and one in computing. The method to ex-
tract noun-phrases is robust and not field-dependent (a sequence extraction of
strings which do not contain a function word such as a verb, conjunction, ad-
verb, preposition, pronoun or number). We plot distributions for a number of
patterns (i.e. associations or clusters) by size for any given period settled a pri-
ori, and the distribution of the number of patterns by time interval for any given
size of pattern.

Section 2 presents an overview of the state of the art of linguistic ap-
proaches for diachronic analysis, linear distribution anddistribution of word
component position in text. Section 3 presents our distribution analysis for sin-
gle noun-phrases, and noun-phrase co-occurrences over time.

2 Related works

In this section, we review formal approaches focused on diachrony, linear laws
and complexity. The earliest publication on this theme is probably Jespersen
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(1929), who investigated the distribution of French loan words in the English
lexicon as a function of time. He developed the “ease theory”, as a systematic
approach to show the evolution of language change driven by aprinciple of
least effort. In the same year, G.K. Zipf published his doctoral dissertation,
which dealt with changes of sounds (phonemes).

There are two ways to study the invariance through time of word productiv-
ity: by surveying successive editions of dictionaries (Dubois, 1962; Neuhaus,
1973) and by the analysis of corpora within different periods. Our interest is
more focused on the latter. Baayen and Renouf (1996) call attention to the ha-
pax legomena with certain affixes. Their study shows that hapax appear more
often as time increases, which might indicate that their productivity is increas-
ing. A category-conditioned degree of productivity provides a lower bound for
the rate at which new formations may be expected. Lots of studies try to ex-
amine language creolization (Labov, 1980). Early approaches were concerned
with the determination of the genetic proximity of languages with respect to
their vocabularies by the reconstruction of “family trees”. Corresponding meth-
ods were proposed by Kroeber and Chrétien in 1937. Similar approaches were
developed during the following decades (Embleton, 1986). Almost as famous
as Zipf’s laws is glottochronology (Swadesh 1952, 1955). With his method,
Swadesh tried to calculate the number of words which disappear from a lexicon
to predict and to date the moment of separation of two relatedlanguages on the
basis of the observed proportion of common words in their lexicons. In analogy
to the well-known method of dating objects in archaeology, it uses a mathemat-
ical model of the radioactive decay of the carbon isotope 14C. The concrete
course of lexical change processes is explained by the Piotrowski Law. Alt-
mann coined this term for the approach he presented (Beőthy and Altmann,
1984) which describes and predicts the observed trend of thechanges on the
time axis. The history of success of a new linguistic phenomenon always begins
slowly, then speeds up and finally slows down again. Formerly, several authors
made assumptions about the nature of the corresponding curves. A first system-
atic consideration was by Piotrowskij (1968) from which Altmann derived his
mathematical form of the law starting from an interactionist approach and set
up a differential equation whose solution provides appropriate models for three
different types of increase dynamics. The Piotrowski Law represents the devel-
opment (increase and/or decrease) of the portion of new units or forms over
time. The law means that a word’s usage is initially low, grows exponentially
and finally reaches a stable state. In the same way Polikarpov(1993) developed
a word life cycle, and built a theory of the organisation and historical develop-
ment of language systems as a whole (where each century represents a period).
Saussure (1916) introduced the notion of a syntagmatic axis, analogous to the
time axis and reflecting a text sequence. Another pillar in the development of
sequential text analysis was the use of the probabilistic techniques based on
the theory of Markov chains (Markov 1913; Baum and Petrie 1966). The third
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pillar that supports analysis of sequential structures in text is the Information
Theory which calculates possible arrangements in a sequence (Shannon, 1948).
The fourth pillar that lies at the basis of contemporary research into sequen-
tial structures in text includes techniques of time-seriesanalysis (Pawłowski,
1997, 1999) based on spectral and ARIMA (Autoregressive Integrated Moving
Average) methods (Box and Jenkins 1970; Nurius 1983). The Pawłowski law
predicts the autocorrelation of phonemes when a text segment is interpreted as
a time series of units with a seasonal lag.

Though it is not common some laws take a linear form. For instance, the
Oono law (Oono 1956) states that the ratios among the numbersof all parts
of speech stay the same over time in the lexicon of a language,although, typ-
ically, the lexicon size grows. Ȟrebí̌cek (2005) studied the distribution of co-
references and noticed a dependency between the number of co-references and
the number of sentences with a parameter of text cohesion. Let zbe the number
of co-references,k the number of sentences,v the number of unique words and
n the total number of word forms. Ȟrebí̌cek supposes that:

dz= a ·k dw, (1)

wherew is a text cohesion parameter defined as the relative mean frequency of
words (w = v/n). He postulates also that

dz= a ·w dk. (2)

Experimentally we observed in his sample thatz is almost linearly depen-
dant onk as in (2) and the solution should be:

Z = 3.4 ·k . (3)

Using synergetic linguistics, Köhler (1999) observed thatcomponent de-
pendency upon position does not appear to be a classical power law such as
between other parameters (frequency, length, lexicon size, minimization of
production effort, minimization of decoding effort, . . . ).Synergetic linguistics
defines complexity as the number of immediate constituents of a construction
(syntactic, association, . . . ). A corpus called Suzanne contains 4621 different
types and 90821 occurrences. Complexity is assessed at the word level for a
word occurring at a given position (1, 2, . . . ) inside a syntactic construction;
Köhler used a hyper-Pascal distribution to fit the data.
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3 Evolution of “content-words” in corpora of biology

In this section, we present a law describing the evolution ofsingle named enti-
ties over time and from different corpora of biology.

3.1 Corpora and named-entities extraction

We have created two corpora on molecular biology. This chapter presents the
tools we used, dedicated to a named-entity extraction for this kind of do-
main corpora. Both corpora consist of documents grabbed from the Medline
free electronic document base, each document having a titleand an abstract
(http://www.ncbi.nlm.nih.gov/pubmed/). The first corpus, CorpusM, is
focused on species of mice and their embryo development. CorpusM contains
34529 documents (titles+abstracts). The second corpus, CorpusH, is focused
on the human species with regard to embryos, placenta and cancer. CorpusH
contains 77333 documents. The corpora are prepared for the next step (i.e.
named-entity extraction) by splitting them into differentfiles containing only
sentences, using the tool, lingpipe (Carpenter 2004). After processing CorpusH
contains 515500 sentences distributed over 12 time intervals between 1963 and
2007. CorpusM contains 276100 sentences distributed over 7time intervals.

A main issue to be addressed by text processing in molecular biology is
protein and gene name extraction. This is a first step towardsmore general is-
sues widespread in biology concerning the understanding ofgene function and
the networks required to make a cell. We used two distinct tools to achieve
this task. The first tool is Abner (Settles 2005) which uses machine learning
with a training corpus. Its method is based on conditional random-field mod-
els. It uses regular-expression formalism but without syntactic and semantic
rules. It found 60611 noun phrases in CorpusM, and 82903 nounphrases in
CorpusH. The second tool is Nlprot (Mika and Rost 2004) whichalso uses
machine learning with a training corpus. Its method is basedon syntactic rules
and support vector machine classifiers. It also uses biological dictionaries but
no explicit semantic rules. It found 42427 noun phrases in CorpusM, and 48086
noun phrases in CorpusH.

3.2 Experimental results and modelling

We plot by time the number of gene/protein names found (Figure 1). The
graphs show a growth in the number of noun phrases extracted for each pe-
riod, but if we take into account the percentage of abstractsfor each period, it
becomes constant: 95% of the documents have an abstract after the third time
point for CorpusM, and 88% after the fifth time point for CorpusH. The titles
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are not explicit enough to contain all protein and gene namesdescribed in each
paper and induce a bias for content analysis when they are used on their own.

(a) CorpusM (b) CorpusH

Figure 1: Number of protein/gene names

We observe a linearity between the number of named entities and the num-
ber of sentences. This linearity occurs when abstracts are well indexed in the
database; hence, this occurs after 1994 because gene/protein names occur main-
ly in abstracts. As we can see in Figure 1 for CorpusM for the same number of
sentences we obtain a constant number of gene/protein namesextracted. LetS
be the number of sentences. Hence, we formulate the relationship:

N̂CorpusM= kCorpusM·S, (4)

whereN̂CorpusM is the mean number of named entities for CorpusM, and

kCorpusM= 0.98±0.07.

Values fork vary from one extractor to another expressing a dispersion (0.91
for Abner, 1.05 for nlprot). For CorpusH, we can formulate the relationship as
follows:

N̂CorpusM= kCorpusH·S, (5)

whereN̂CorpusHis the mean number of named entities for CorpusH, and

kCorpusH= 0.81±0.08.

Values fork vary from one extractor to another expressing variation (0.73 for
Abner, 0.90 for nlprot). We note first that the relationship betweenN̂CorpusH

or N̂CorpusM andS is linear. This linearity is not far from what was observed
with co-references (3). Second, they are very similar but they differ in their
parameter valueskCorpusHandkCorpusH.

In Section 4, we present a law describing the evolution of “content-word”
associations over time using a corpus of biology.
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4 Model of “content-word” dependencies over time

4.1 Corpus and “content-words”

First, we used a corpus of biology based on a type of protein called a “prion”
(or prp), which is responsible for mad-cow disease. We call this corpus Cor-
pusP and it consists of 6658 documents. A second corpus of biology is widely
focused on plant epidemiology. We call it CorpusE and it consists of 5545 doc-
uments. A third corpus, not linked to biology, is linked to recent clustering
techniques. We call it CorpusC and it consists of 982 documents. Data (ti-
tle, abstracts, keywords) have been collected from the Science Citation Index
database (http://isiwebofknowledge.com/).

We used a tool called Beluga (Turenne and Barbier 2004) to extract what
has been defined in Section 2 as complexity. Complexity has been adapted at
word level without any syntactic assumption through the clustering idea widely
applied to lexical organization. The clustering algorithmis based on a sequen-
tial pattern extraction algorithm (Agrawal and Srikant 1994) which catches the
co-occurrence ofn wordss times:s is called support,n words is called a se-
quential pattern (i.e. a word cluster); a context is a document. The algorithm is
not sophisticated enough to catch clusters with a specific distance or similar-
ity but is able to extract all co-occurring combinations of specific strings in a
set of contexts. Hence if a pattern of length 5 is found, it means than its sub-
patterns of length 2, 3 or 4 are also extracted. We exploit this property to extract
“content-word” dependencies. As a preprocessing step, Beluga extracts noun
phrases and author names from the corpus saving also their positions and the
document’s ID number in which they occur. For our purposes the noun phrases
will serve as “content-words”. Beluga can define a set of timepoints to extract
associations for each time point. The granularity of the time scale can be more
than one year. As a maximum, it is possible to define 50 intervals, from 1960 to
2010. Sometimes, to take into account the evolution of science, studies prefer
to take two years as an elementary time step. For CorpusP thisis the set of
time intervals, for author names and noun phrases there are nine intervals from
1985 to 2002. For CorpusE we defined a step of one year from 1995to 2005.
For CorpusC 5 intervals were defined from 1991 to 2003. Support for both has
been set to 3 for CorpusP, and 2 for CorpusC and CorpusE. Such time scales
were defined to get an equi-distribution for documents. For instance, for Cor-
pusC and CorpusE each interval at the beginning contained anaverage of 200
documents per interval. The association frequency threshold is ideally set at 2
but can be higher to solve computational limits of memory storage. In the next
part of this paper we callT = 1 the most recent interval,T = 2 the immediate
successor, etc.
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4.2 Experimental results and modelling with “content-words”

Extraction experiments for “content-words” are similar tothose presented in
the previous subsection. In distributions of patterns overtime intervals for a
given size of pattern we observe the same results as for the author names dis-
tribution:

1. the distribution is irregular,
2. it becomes tight when the size of the pattern increases,
3. the distribution follows the profile ofN = 1 when the size increases.

Table 1 represents the relevant data.

Table 1

# Patterns # Maximal patterns

Size of patterns Period 1 Period 2 Period 4 Period 1 Period 4

1 2737 667 796 52 48
2 20506 2444 3586 98 100
3 36807 2031 4089 90 90
4 26960 524 3364 32 68
5 15945 45 2745 20 30
6 12288 0 1992 6 12
7 9688 0 1120 21 28
8 6008 0 432 0 8
9 2655 0 99 0 0

10 790 0 10 0 0
11 143 0 0 0 0
12 12 0 0 0 0

Figure 2 shows the distribution of patterns per size given aninterval T.
We see that the distribution has local maxima in the same way as observed for
author names but the shape is not exactly the same if we look atintervalsT = 1
andT = 4. The distribution has a “bump” towards the tail.

We modelled the asymmetric distribution with a mixed distribution com-
posed of two weighted beta distributions, with propertyp+q = 1, andA being
a normalization constant:

y = A

[

p · 1
B(α1,β1)

xα1−1(1−x)β1−1 +q · 1
B(α1,β1)

xα2−1(1−x)β2−1
]

. (6)

Our proposed model fits well the data for both periodsT = 1 andT = 4.
The datasets represented in Table 1 and illustrated in Figure 2,) had were trans-
formed as follows:X = x/12,Y = (y−min(y)+ 0.001)/(max(y)−min(y)+
0.002). Using the package MASS (function fitdistr) (R-Project, 2004) for learn-
ing parameters we find the following values: forT = 1; p = 0.78, A = 0.32;
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(a) T = 1 (b) T = 2 (c) T = 4

Figure 2: Distribution of patterns per size given a periodT for CorpusP

α1 = 2.6, β1 = 10.5, α2 = 8.5, β2 = 9. ForT = 4 the parameters arep = 0.86,
A = 0.29; α1 = −1.6, β1 = 0.5, α2 = −0.7, β2 = 0.25; and forT = 2, p = 1,
A = 0.18;α1 = 3, β1 = 18.

Whenq is zero, the data are only modelled by one beta distribution.It seems
that the choice of one of the values is unpredictable and comes typically from
the domain described by the corpus. Some theoretical assumption could justify
the choice of a beta distribution to fit our empirical data better than a normal
or a log-normal shape. If the dependent variabley (in our case the number of
patterns) is a dynamic function of the independent one in theway thatx (in our
case the size of a pattern) causes a (relative) change iny, and if this change is
inversely proportional to some constantα on the one hand and is at the same
time limited by another inverse proportion determined by two constantsβ and
c, then we obtain

dy
y

=
α
x
− β

c−x
,

wheredy/y is the first derivative ofy divided by the current value ofy (hence
the relative change).β can be interpreted as a “social diversity” factor, and
α as a “topic attractivity” factor.α activatesy andβ inhibits y. We observed
that β > α. Solving this differential equation yieldsy = xα · (c− x)β , which
is a function, and by norming it per division byB(α + 1,β + 1) and setting
c = 1 one gets a beta distribution. This relation varies over time. We observe
over time a merging process that can lead to the fact that groups of sizen will
merge to produce “content-word” groups of size 2n. A feature of the mad-
cow crisis was the Nobel Prize in biology awarded to Prusinerin 1996, period
T = 2 (1996–1997). Unfortunately this domain event occurred betweenT = 1
(1998–2002) andT = 4 (1989–1994) where local maxima occur and does not
make an impact on the size of the patterns. An external factor, e.g. a change to
terminology by different authors, could explain such phenomena. We observe
that forT = 5 (1993–1994) for author names, the average size of the pattern
becomes large; it corresponds to the period ofT = 4 for “content-words”. But
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this observation is only a partial explanation because it isnot reproduced for
T = 1 for author names.

As a pattern of length 3 is composed of three patterns of length 2, we could
imagine that for a given prolific period of noun-phrase association and new
emerging concepts, patterns of length 5 or 6 produce lots of smaller patterns.
Let us call amaximal patterna pattern that does not belong to a pattern of larger
length. Figure 3 shows the same distributions as in figure 2 with T = 1 and
T = 4. We still can observe a double-headed distribution which seems typical of
the domain. We made complementary experiments with other text collections.
It seems that a double-headed distribution does not appear systematically (even
when making variations of the time interval with a time step of one or two
years). For CorpusE the distribution of patterns by length lets us understand
that the average can vary from one period to another but the distribution can be
modelled easily withα1 =1. If we process a small corpus from a field different
from biology, CorpusC, the result, in this case, is the same.

(a) T = 1 (b) T = 4

Figure 3: Distribution of maximal patterns by size given a periodT for CorpusP

5 Conclusion

Processing domain corpora, here molecular biology, and analyzing the distribu-
tion of “content-words” provides evidence of a specific distribution which does
not correspond to already known laws discovered about diachronic phenom-
ena. ForSingle “Content-Words”we found that a linear-shape law explains
the regular presence of noun-phrases per sentence. But single noun-phrases do
not provide real semantic information about the content of acorpus. The most
representative factor is the association of “content-words” with their usage con-
texts. For theassociation of “Content-Words”we found that the distribution of
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association size over time can be, sometimes but not always,a mixed distribu-
tion of small and double-size associations. Stable distributions require a hypo-
thetical framework to achieve the status of being laws, and further studies need
to be conducted on the contexts of distributions to embed them within more
theoretical hypotheses such as in a synergetic framework. As complementary
validation, the normalization of the data (ratio per numberof documents) could
improve the stability of proposed models.
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Čebanov, S.G. . . . . . . . . . . . . . . . . . . . . 37

D
d’Alès, A. . . . . . . . . . . . . . . . . . . . 99, 108
Dalby, D. . . . . . . . . . . . . . . . . . . .172, 181
Dalton-Puffer, C. . . . . . . . . . . . . 110, 118
Davison, A.C. . . . . . . . . . . . . . . 121, 124
de Labriolle, P. . . . . . . . . . . . . . . . 99, 108
De Morgan, A. . . . . . . . . . . . . . . . . . . . 37
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