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HOW QUANTITATIVE IS QUANTITATIVE LINGUISTICS ?
Solomon Marcus

"Quantitative" is opposed to "qualitative" and, as an attribute of the re-
ality investigated in science, is of two types: deterministic and probabilis-

.

tic.Let us consider this attribute in respect to linguistics.

When was the syntagm "Quantitative Linguistics" used for the first time and
in what circumstances ? We cannot give a precise answer, but we remember that
the journal "Prague Studies in Mathematical Linguistics”, started in 1965, had
two sections: Quantitative Linguistics and Algebraic Linguistics. However, the
former section was (and is) almost exclusively devoted to probabilistic, sta-
tistical and information aspects of language, while the latter wa (and is) pre-
dominantly dedicated to logical, algebraic and set-theoretic models of lan-
guage. The syntagm "algebraic linguistics" was introduced by Y. Bar-Hillel,in
order to delimitate that part of mathematical linguistics which is rather con-
cerned with qualitative (i.e., logical, algebraic, topological etc.) than quan-
titative-statistical aspects of language. This happened in the fifties, the pe-
riod of emergence of qualitative mathematical linguistics (that will be des-
cribed later), in contrast with the long tradition of the probabilistic-sta-
tistical approach to language (frequency dictionaries, statistical stylistics
etc.).

But things were not at all clear. For instance, in the same period, the Swe-
dish journal "Statistical Methods in Linguistics" (SMIL) included all types
of articles of mathematical linguistics, many of them completely away not only
from probability and statistics but also from any quantitative approach, be it
deterministic or probabilistic; see, in this respect, the articles of S. Kanger
1962 and S. Marcus 1965 concerned with a model of the phoneme. This situation
can be understood in respect to a double assimilation: "mathematical" was as-
similated with "quantitative", in view of a long tradition, going back to the
past century, while "quantitative" was confused with "statistical", because
the most elementary approach to quantity is the operation of counting, leading
directly to the simplest idea of statistics.

When, where and in what circumstances was coined the label "mathematical
linguistics" ? Most American authors avoided id, despite the fact that they did
not ignore the strong link between mathematics and linguistics. A.G. Oettinger
publishes in 1957 the article "Linguistics and Mathematics", while Roman Ja-
kobson is in 1961 the editor of "The Structure of Language and its Mathematical
Aspects". Only later on, in 1968, R. Abernaty publishes the article "Mathemati-
cal Linguistics" (but concerning the work done in Soviet Union) and R. Wall
publishes in 1972 the book "Introduction to Mathematical Linguistics". In Eu-
rope, already in 1959 the soviet philosopher publishes an article "The signi-
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ficance of mathematical linguistics", while P. Braffort publishes in 1960, in
Belgium, the report "Elements de linguistique mathematique"; the same year, in
Soviet Union, a decision of the Ministry of Higher Education is called: "On the
formation of specialists and the development of scientific research in the

field of mathematical and structural linguistics", while S. Marcus publishes

(in a linguistic journal) the article "Some significations of mathematical
linguistics" and three years later, in 1963, the book "Mathematical Linguis-
tics". At the Ninth International Congress of Linguists (Cambridge, Mass.,1962)
H. Spang-Hansen entitled his contribution: "Mathematical Linguistics - a trend
in name or in fact ?"

The way towards mathematical linguistics was prepared from many directions:
by linguists aiming a structural approach to language, for instance the axio-
r119atic approach proposed by L. Bloomfield 1926, B. Bloch 1948, W. Harwood
1955,

J.H. Greenberg 1959 or linguistics seen as an algebra, by L. Hjelmslev 1943,

by logicians bridging gradually logic and linguistics, such as Ajdukiewicz

1935, Y. Bar-Hillel 1950,1953,1954, J. Lambek 1958,1959,1961, by
cybemeticians

such as V. Belevitch 1955, 1956, aiming to bridge machine language and human
language.

In respect to the probabilistic-statistical source of mathematical linguis-
tics, ignoring the events before 1940, we have to quote G.U.Yule 1944, P. Gui-
raud 1951,1959 (both with large impact among linguists and literary scientists)
G.Herdan 1956,1960,1962. However, many studies of this period, claiming to use
statistical tools,have a low degree of scientific accuracy and this situation
determined Richard von Mises to joke saying that statistics is a form of lie.
Many linguists became reluctant in respect to statistics (see the evolution
of glotochronology). Only in a second step, a more rigorous approach to pro-
babilistic aspects of language was obtained: J P Benzecri 1964, Ch. Muller
1968 and B. Brainerd 1975 are only some of them; the latter author is also
the editor of a collective volume 1983, important for a basic reconsideration
pf the stochastic nature of phenomena in historical linguistics (this volume
is number 18 in the prestigious series "Quantitative Linguistics", consacrating
the respective label).

In order to understand the double face of the attribute "quantitative", as a
symptom, some times, of a progressive step, other times as a conservative (if
not regressive) one, let us look a little at the history of science.

Long time, and, some times, even in our days, the passage from observation
and cTescription to counting and measure was considered as an obligatory first
Step in a scientific (mathematical) approach. Particularly, mathematics was
viewed as a science of quantitative and spatial aspects of reality. To a large
extent, this picture of science and of mathematics was adequate for the Gali-
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leo-Newtonian period and for its extension to the time of industrial and post-
industrial revolution. But already in the XIXth century the discovery of non-
Euclidean geometries, Galois' concept of a group, Felix Klein's Erlangen prog-
ram and Poincare's approach to differential equations are major events showing
a strong trend of mathematics from quantity and measure to quality and struc-
ture. A similar trend can be observed in chemistry (the discovery of the nature
of chemical link and the elucidation of the phenomenon of isomerism), in phy-
sics and in biology. The XXth century, with the marginalization of matter by
energy (Einstein) and, later, of energy by information, brings a fundamental
switch to quality and structure. In this way, mathematics was faced with the
need to enhance its stress on qualitative, formal aspects (topology, modern
algebra, mathematical logic, graph theory etc.) and so, towards the middle of
the XXth century, qualitative structural mathematics became predominant; the
Bourbaki movement was a major aspect of this phenomenon.

Linguistics followed a similar orientation, but, in view of its late develop-
ment.it has to cope concomitantly with these two opposite requirements:from
description to measure and from quantity to quality. The former requirement
started from linguistic data processing to process them by the tools of pro-
bability theory and mathematical statistics, while the latter requirement
lead to the development of linguistic structuralism, as a preliminary step
to qualitative mathematical modeling. So, these two steps, successive for
mathematics, became rather simultaneous for linguistics.

The culminating moment of this process occurs towards the middle of the
XXth century, with the emergence of the information paradigm; just within this
framework appears mathematical linguistics and its adjacent fields (computatio-
nal linguistics, language technology, linguistic engineering, theoretical lin-
guistics, formal linguistics, applied linguistics etc.; the choice depends
on the background and main interests of the respective researchers, scientific

or engineering, linguistic or computational, theoretical or applied etc.).It
is symptomatic in this respect that Chomsky's pioneering articles were published
in IRE Transactions on Information Theory 1956 and Information and Control
1958,

1959, while the first Russian articles of mathematical linguistics were pub-

lished in Biulleten Obiedinenia po problemam mashinogo perevoda (R.L.Dobru-
shin, V.A.Uspenskii 1957 and in Problemy Kibernetiki (O.S.Kulagina 1958). So,
linguistics was bridging at that moment the new information fields called In-
formation Theory, Cybernetics and Computer Science. The same thing can be said
for the probabilistic approach to language; it acquires a new dimension within

the framework of the information paradigm (see Shannon 1950, for the entropy
of English), as it can be seen from L.Apostel-B.Mandelbrot-A.Morf 1957, L.
Brillouin 1957, N.Chomsky-G.A . Miller 1958,
0.S.Achmanova-I.A Mel'chuk-E Padu-
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cheva-R.M.Frumkina 1961.

In order to capture the sense of the evolution of mathematical linguistics
and, within this framework, the dynamics of interactions among quantitative
and qualitative, let us sketch the successive waves of the information era
(we will describe only the first three of them, leaving aside here the next
three waves).

Information can be defined only in a negative way. Provisionally, it is
what cannot be reduced to matter and energy. The first information wave, in
the fourties, consists of the emergence of computer science, of cybemetics,
of information theory, of coding theory (algebraic and probabilistic) theory,
of molecular genetics and of a few more fields. This was just the historical
and scientific context prepairing the development of mathematical, computa-
tional and quantitative linguistics, as recognized scientific fields. The
dominant paradigms imposed by the first wave were "information", "computa-
tion" and "communication". Two facts are fundamental in this respect: a)com-
putation is no longer, as in the past century, quantitative, i.e., dealing
with numbers, it is qualitative, dealing with abstract symbols (in the tradi-
tion opened by A.M.Turing, in the thirties, prepared, in his turn, by Des-
cartes, Leibniz and Boole); as a consequence, computer science is a qualitative
field; b)the great merit of Shannon was the successful separation between in-
formation and meaning, leading to the possibility to measure the information.
All further attempts( Carnap, Bar-Hillel, Hintikka etc.) to bridge information
and meaning failed: a quantitative approach to meaning misses its semantic
component and captures only the selective ones (of the type: "a statement
says about empirical reality exactly what it prohibits about it"). The work of
A Moles and M.Bense is significant in this respect.

The second wave of information era, in the fifties, includes the emergence
of Chomsky's generative linguistics, automata theory, cognitive science, arti-
ﬁcial intelligence. These new fields bridge science, engineering and humani-
ties, in contrast with the first wave, dominated by an engineering approach.
The predominant engineering nature of the first experiments in automatic
translation and the naive statistical linguistics in the fourties and fifties
were to some extent a consequence of this fact.

The third wave, in the sixties, includes the emergence of the theory of
programming languages (Ginsburg-Rice, Floyd), of the algorithmic theory of
lnf_ormation (Kolmogorov-Chaitin), unfortunately still ignored by most lin-
guists, of systems with incomplete information, of probabilistic grammars
aqd gutomata, of the theory of fuzzy sets and, last but not least, of se-
miotics. Under the influence of this rapid development, the articles of
mathematical linguistics are published in an increasing variety of journals:
The Finite String (U.S.A.), Zeitschrift fur Phonetik, Sprachwissenschaft und
Kommunikationsforschung (G.D.R.), Revue francaise du traitement de I'infor-
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mation (France), Prague Bulletin of Mathematical Linguistics, while most
review journals try with difficulty, and not always successfully, to adapt
to the new situation; in both Mathematical Reviews and Zentralblatt fur
Mathematik, in the section of computer science, the subsection of mathe-
matical linguistics is called "Linguistics", despite the fact that most
articles reviewed there are not concerned with natural languages; in the
Russian journal Referativnyi Zurnal, mathematical linguistics is under the
title "Matematicheskie problemy semiotiki".

In the same period, linguistics begins to be faced with many types of
imprecision, other than randomness: fuzziness, genericity, typicality, appro-
ximation, and later roughness; even ambiguity appears in a new light; this
remains a big challenge for quantitative linguistics too, where all these
types are reduced implicitly to randomness, in absence of adequate tools.

It is enough to recall that wellformedness still does not have a satisfactory
status in respect to imprecision. All these problems attenuate considerably

the border between quantity and quality. At the same time, "quantitative"
interferes more and more with "computational”, "cognitive", and mainly

with "complexity"; the last one seems to be the most challenging paradigm

in respect to "quantity". This hesitation in separating various approaches

is well reflected in the diversity of journals dealing with the mathemati-

cal approach to language: "Theoretical Linguistics", "LInguistics and Philo-
sophy", "Computational Linguistics", "Quantitative Linguistics" and the others

already mentioned (besides them, many journals of computer science, of cogni-

tive science, of artificial intelligence etc.).

The strong qualitative aspect of the problems today included in "Quantita-
tive Linguistics" is also reflected in the "Call for papers" of the Third
International Conference on Quantitative Linguistics and shows to what ex-
tent we have to take this label "cum grano salis".
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Investigating Causal Relations in Language with the Help of Path Analysis

Juhan Tuldava, University of Tartu
Dr. Phil., Prof. Emer.
Aardla 9a-50, EE2481 Tartu, Estonia

Topical area: Methodological problems, model construction.

Summary. The paper presents the results of an experiment on the use of the method of Path analysis
in identifying and measuring the causal relations in a system of linguistic objects. A short survey is given on

the main principles and techniques of Path analysis.

Introduction

Path analysis, originally developed by S. Wright (1923; 1934), is a technique for
evaluation of entire causal models. It uses a series of multiple regressions which, when
combined, enable us to find out mutual relationships in a causal model by determining the
magnitude of not only direct effects but also indirect effects. In this way, Path analysis
makes it possible to assess the relative importance of different sources of causality, to
partition the combined effects of the causal variables into mutually exclusive and
meaningful components. Path analysis imposes a number of requirements on the
relationships between the included variables, such as linear relationship between
independent and dependent variables, dominant one-way ("simple recursive"
relationship, absence of strict collinearity between the independent variables, uncorrelated
residual factors (cf., e.g, Bohmstedt & Knoke 1994).

In the past 20 - 30 years the model and methodology of Path analysis have been
extensively studied and they have gained wide currency among social researchers. But the
method of Path analysis has as yet found neither appreciation nor application in
quantitative linguistics. The aim of this paper is to introduce the theory and techniques of

P . N . .
ath analysis, illustrating them by the analysis of a linguistic causal system.
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Initial data and structural equations

As an illustration for the application of Path analysis to 1inguistic material we shall
analyze the multivariate distribution of some quantitative characteristics of words on the
basis of a frequency dictionary of lexemes of non-conversational material taken from
contemporary Estonian prose fiction. A fragment of the frequency dictionary, 1,200 most
frequent words (covering 75 % of the text), has been examined with regard to the
following quantitative linguistic features, distributed to 12 frequency zones of 100 words
each (see Tuldava 1995, Ch. 2, Table 1): (1) "age" of words (A4), expressed by a
coefficient denoting the ratio of ancient words (from the period before A.D. 1200) in the
given frequency zone; (2) mean frequency (F) of words; (3) mean length (L) of words in
syllables; (4) mean number of meanings, i.e. semantic scope (S), or polysemy of words in
the given frequency zone.

In our hypothetical causal proposition we suppose that variables 4 (age) and F
(frequency) cause L (word length) and all of them (4, F, L) cause S (polysemy). In terms
of multiple linear regression, the relations among the variables in our model can be
computed and represented by two regression equations:

L =3.087-1.498 A +0.00008 F and

S =-0.729+6.166 A+0.01 F+0.328 L.

In order to compare the relative magnitude of the regression coefficients we will
have to standardize the coefficients for them to express how many standard deviations
the dependent variable rises for one standard deviation increase in the independent

variable.

This form of standardization is done by multiplying the regression coefficient expressed in the
original measurement units by a fraction consisting of the standard deviation of the independent variable
divided by the standard deviation of the dependent variable. For example, the first coefficient in the first
equation above (-1.498) is standardized as follows (when s, = 0.1835 and s_ = 0.2896; see Tuldava 1995:
19):

(-1.498)(0.1835/0.2896) = -0.949.

Because the mean of a standardized variable equals zero, the intercept in a standardized regression is

also zero.

Computation gives us the following equations where the variables are measured not
in terms of their original units but in standardized z-scores:

z. =-0.949 z, + 0.031 zz and

zs' =0.557 zo + 0.546 z¢ + 0.047 z..

The standardized coefficients ("Beta weights"), when used in Path analysis, are

called path coefficients.

They are usually signified with the capital letter P with subscripts where the first

subscript is always the dependent variable (I) followed by the independent variable (J):
iy

The Path model

Figure 1 displays the causal relations among the four variables, i.e. linguistic

features - age (4), frequency (F), word length (L), and polysemy (S) under examination.

L

A L, ‘?/

Y F

\A) Frequency

Fig. 1. Path diagram representing a mode! of causal relations in vocabulary

782

Polysemy

The variables placed on the utmost left of the diagram (4 and F) are considered to
be exogenous, or predetermined variables which remain unspecified, unanalyzed in our
model. In the diagram they are linked by a curved double-headed arrow, indicating that

they are related but not causally connected (In fact, the causal nature of the relationship is

considered to be irrelevant for our purposes here; the correlation between 4 and F, i.e. rar

€quals 0.752).




The variables that are not exogenous are endogenous (here L and S) presumed to be
controlled by other variables. The causes of their variations are represented within the
model. The tail of a single-headed straight arrow emerges from the causal variable and
the arrowhead points at the effect variable.

The path coefficients indicate the strength of the direct causal effect between the
fficients also permit the calculation of the indirect causal effects

variables. Path coe

through multiplication of the path values of the compound paths connecting two

variables via intervening variables. The variables % and v in the diagram are called
residual variables. They represent all the variables that have not been specified in the
model but still have an effect on the dependent variables and reflect the amount of

variation in these variables that has been unexplained.

Interpretation
The analysis and interpretation of the path model includes decomposition, or

separation of a causal chain into its components.

For instance, the contribution from 4 to § is split into several components or paths
which represent (see Fig. 1):

(1) a direct effect (symbolically, A—S): Psa = 0.557;

(2) an indirect effect through L (A—>L—S): PLaPsL = (-0.949)(0.047) = -0.045;

(3) correlated effects through F (A—>F—S): rarPsr = (0.752)(0.546) = 0.411

and through F and L (A—>F—-L—S): rarPLEPsL = (0.752)(0.031)(0.047) = 0.001.

When all actual figures are substituted into a structural equation, the components of

the relationships between 4 and § will add up to the total correlation coefficient:.

rsa = 0.557 - 0.045 + 0.411 + 0.001 = 0.924.

Analogously, we can decomposite the other causal chains in our model as follows:
A—sL: -0.949 + (0.752)(0.031) = -0.166; |
F—L: 0.031 + (0.752)(-0.949) = -0.683;

F—S: 0.546 + (0.031)(0.047) + (0.752)(-0.949)(0.047) = 0.709.

The strongest total correlation seems to characterize the causal relation between 4

(age) and S (polysemy) with rsa
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= 0.924, the direct effect being only 0.557. It was the

correlated effect (0.411) through the association with F (frequency) that played the
decisive role in costituting the strong overall correlation. Thus old words, especially in
combination with the frequency of occurrence, tend to be(come) polysemantic. which has
been quantitatively evaluated in Path analysis.

While comparing, we can see that the substantial contribution from £ (frequency) to
L (word length) with r r = -0.683 is ascribable to the association with A (age). Obviously,
shortening of words needs not only frequent use but also time. The same can be said
about the contribution from F (frequency) to S (polysemy) with rsg = 0.709 which
consists of a direct effect of 0.546 and to a large extent of a correlated effect through the
association with A4 (age): (0.752)(0.557) = 0.195.

Path analysis also allows us to spell out the relationships among the endogenous
variables. Let us partition the correlation between L (word length) and § (polysemy) into
its components. First, there is the direct effect of L on § (0.047). Second, L and S are
associated to some extent because both are determined by 4 (age) and F (frequency).
These spurious elements are represented by (-0.949)(0.557) = -0.529 and (0.031)(0.546)
=0.017.

There is also an association due to related causes. A cause of L (namely, 4) is
associated with a cause of S (namely, F), and this component of rg; is represented by
(0.752)(-0.949)(0.546) = -0.390. Also, another cause of L (namely, F) is associated with
another cause of S (namely, 4) and this is represented by (0.752)(0.031)(0.557) = 0.013.
In sum 0.047 - 0.529 + 0.017 - 0.390 + 0.013 = -0.842, which characterizes the total
correlation between L and S (consisting of a direct effect, spurious elements, and related

causes).
Conclusion

Thus, when all possible relations between the variables are included in the Path
model, it becomes possible to see how much each of the various components (direct
effect, indirect effect, correlated effect, spuriousness, related causes) contributes to the
total correlation. Path analysis is, therefore, considered an important theoretical tool
which forces the researcher to specify all the relationships in a causal model. Of course.

We must reme i 1z y I
mber that in organizing a causal model for Path analysis the researcher's
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theoretical understanding - knowledge of linguistic relationships, logical deduction, etc.

play the decisive role.

Our simple example does not touch upon all the problems connected with Path
analysis. If we were to pursue the research, we would want to specify more elaborate
models, including additional possible causes and using other versions of Path analysis

which would enable us to cope with such problems as NONrecursiveness,

multicollinearity, latent variables and others (see, €.g., Blalock 1971; Wold 1974; Heise

1975). As it was our first attempt at introducing Path analysis to quantitative linguistics,

we restricted our investigation to the most simple model of Path analysis. (Looking for
criticism of the theory and method of Path analysis, see, €.€., McPherson 1990: 594-595).

Note. All computation in this experiment has been carried out by the CALIS procedure (SAS

package).
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Fhilozophy of lanauage and conscolusness elaborated
outstanding  mathematician Vaszily Vasilyevich Nalimow aut-
hor colleaouws, tutor and aurw, 15 regarded.

TOFICAL FAFER. Epistemological issue on explanation of
language phenomena: study of consciousness;  rphilosorhy  of

zcience; model construction; quantitative methods

On Jarnuwary 13, 1937, Dr.nalimov, 8& wears old, died
in his HMoscow flat. Born in Moscow in 1310 and sducated as a
mathematician, he has had spiritusl teachers from the esote-
ric tradition of Mystical Anarchism in Russia and spent elg-
hteen vears (1976-19%4) in GULAG. He has also worked (nearly
ten vears) with the academician Andrey N.Kolmogorov, who is
known world-wide a5 a aenius in mathematics. A mathematician
and philozopher, Dr. of Technoloay and Frofessor of Mathema-
tical Statistics and theory of Frobability, Nalimov was also
elected academician in september 132&. Hiz theory of "proba-
ented a:

bili=t:~ wa .
1listic way of mind" haz been pre series of bo-

in
Lt
i

O = Y . .
ks published in Russia and abroad.

Angela Thompson (1333) in article, which have been pub-

2il




lizhed in leadina American psycholoaical journal, calls Na-

limov a "Russzian visionary" and quotes Stanislav zrof and
Dawvid BEohm. Thompzon hel ieves that "Nalimov's concept of me-
aning and CONSC1OUSNESSE, which will probably not be Fully
realized untill well into the mewt century, encompass toplos

as wvaried Az lanauage , i

thematics, and  philozophy"

L

[ R D o e I

CER L RaTO Y .

m

According to V.Y¥.Ralimav, the areat interest of philo-

eazily explained: the

I

sophers 1n lanauage problems can b
tudy of lanauage 13 8 Way of studving thinkino, 1t zeems
reazonable to believe that spiztemol ogy may be turred from a

theoretical —speculative zubject into A natursl science if

language iz made an objzct of study. Thern 1t will  become

possible in epistemology to dizcuss hypotheses in comparisaon

the masze in  other

1]

with actually observed phenomend, 2= 1

perd armed, 1t will

]

natuwral sciences. When an gsperl iment 1
be possible to espres: the results of =some obzervationz re-

gardina language 1in quantitative terms, and hypotheses will

m
I||
(=)
3
T
S5
8]
[n g
1

be verifiable. In such an apprna-h the profoundne:
lem formulatian which iz characteristic of classical episte-

= lost.

[N

mol oay

The same, however, happened im physics: classical phy-
sics  was to a sianificant degree purely metrological {i.e.,
based on measurements and their interpretetion) and remained

far from philosophical analysis. Modern physics, with swch

; [ e I o T ey P R R Y]
anz &5 quantum mechanlos and the theary of relativitv,

ot

|_|

1 1

looks quite different. Hare, philosophical prodlems are al-

ready touched upon, B ut, again, there are o lonser o prOT

found a5 thev used to be in traditional philosophy. Reading
even very serious basic papers of modern physics, we  5till
do not learn anything about the aeneral philosophical

zame happens when we read pa-

:!:

of minc of their authors,

perzs of philosophers about languaoe.
Malimow's main aspiration and siriving 1z an attempt to
bvacbgeoung of @
o Moot dmportant oubtooms of the work

of @ school of mathemstical methods or es-

perimental dezian.

2. Formulation 1

—

the conception of Scientometrics,

including the coining of the very ter.

-

<. Flaboration of probabilistically oriented model of

1 ami

v
!_,_1

Jage, consciousness and evolution viewsd 2z & el f-arga—
nization process.

4. Opitical analyszisz of the situation in modern scien-
ce. Raising the problem of "scientific" in science to zhow
that modern science fails to mest the requirements to  be
"smientific" as it was formulated in the past.

S. Elaboration of the intearated world outlook based on
Flato®'=z philosophy az an attempt to return to the philosop-
hical clazsics. Foroulating the premizesz for the mathemati-
=3l model of consciousness. Constructing the probabllistic
logic, exampted from the law of the gxc]l uded middle. The mo-
del iz justified by its heuristic power. Here Nalimov appe-

arsz to be close Lo the school of intuwitionistic mathematics

(Farticularly L.E.J.Brouwer) which favors intuitive CONS—




tructiaonsz.

Principal pozitions by V.V Nal imoy are.

[

1. Fhilozophical and irauistic  conception showld be

bazed on axioms (premlses) .
Z. Philozophy has to be develcped in oloze relationship

with with philozophical backaround o omne

- . 4 e e e B oy e ] =y
From such fFrelds o woTLETIE A MATEemAt L0 COZmo

sn hrans-

gony, Dloloay and non L eacdi bl ona

parzonal and humani =tic psycholoavyi.

L

7. At the same time there should be presstryved the Con-—

houwaht rooted in anci

-k

nection with classical

Eaztern conceptionsfof man and Universe.

a. It iz npatural to apply to mathenm atical constructi-
onz, a5 human CoONsClOoUsSnNEsSEs iz provided with the ability to
cortact the world throuah i mathematical forms and categories
su—h as zpase (with the variety of geometries), time {(acczor-
dina ta the present conceptions), number (which nature is
nan-material), probability, and attached to it - zpontaneity
and freedom ().

=. There iz a Mystery in the Universe — unfolding our
krnowl edag; we do  not dJestroy ‘it but expand and deepen its
image. After all, =cience 1S exposina but an elaborated
Un—-knowl edae, which looks now much more serious than it was
in past times

An axiomatic system of a probabilistically oriented

theory of lanauage and Cconsclousness 1=
by Baves, previously used only in mathematical statistic.

Fremises to the point are the followina:

an bhe Formul a

1. A1l potential meaninas (Russian word  "smysly'")  of
the world are primordially given (3ame way as fundamemtal
constants are aiven in the physical worldl .

200 M meanings ars initially correl ated with the line-
2 continuom of Cantor {obherwize, e meaninas of the world
spe compressed the way numbers on the real axis TmToared.

L)

S. Compte

mesninos represent the unpacked {unmanl—

Fested) Wowrld - X

4, Urnpacking femeraesnoe of bexbs iz realilzed  throuat
probabilistic weishning of Lhe axiz "m" - different meazures

are ascribed to its different intervals (the metric of the
scsle “m' iz ssszumed  to be initially ailven and rFemainlng
unal tered:

=, Any change in the text - its evolution - iz linked

With & zspontaneous emergence in a situation "y of the fil-

ter ply/m  that interacts multiplicatively with the initial
function pim). The interaction 1s aiven by the well-known
formnul a by Baves:

pim/y) = kpim)p(y/m)

where the distribution function pi{m/y) determines the seman-—
ticz of o new text emeraing after the evoluticnary impetus
Tytr LY iz oa normalizing ~orstant. In ow case the Bayesian

pim) and

o
3

H]
=
=
—
n

1Y

formula scts a5 a sylloaismi  from the two =%
ply/m) necessarily follows a text with new semantics plm/y).
In Bayesian =vyllogism, 1n ~ontrast to the catesorical =yl lo-

gizm by Aristotle, both the premizes and the corollary are

not atomic but probabilistically fuzey, and at least the ze-




cond premise is of & conditional (conditioned by the situa-
tion “v') character, but not a categorical one.
New Bayesian~Nalimovian logic, applied to working out

the problem of lanauage, consciousness and culture, allows:

- to comprehend and eval uate word pol ymorphism of ordi -

mary (everyday! lanauage, it iz dug to zemantic pol ymorphlzm

we are free from the ronzequences of Godel’s theorem while
Mareating something {hed ore Decans 2 oiwcepl, 4

sian szubmited to logic o ClECOUEE

terpreted on 2 level of uncounscious lingusl svmbol 1sm) }

- to explain varieties af text comprehansion;
- 0 == ben R SmEge e AL ":wt:'
to describe the emergence Or teslss

- to anslyse the problem O spontaneity 1in Wworc assozil-—

- to grasp such hard notions as freedom, Nlrvana, Spon-
taneity, etc.;

- to view the human Eso as & specific - zelf-interpre-
ting text:

- to analyze the problem of transzcendency — 20INg be-
yond the limits of personal CONSCiOUSNEss;

- to make a semantic a-count of bioclogical gvolutio-
nism;

- to accept the ides of ubiquity of at least weak forms

of ConsClOousness.

I

Nalimov states that such semantic manifestation a3 3pa-
se, time, number. probabil ity spontanelty, are inherent in

the Universze and i ndependent of the presence of bhe oz

ver.
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hy Nalimov are quite complicated due to their
interdisciplinary character. He was sure that most troubles

of modern zit

Lation are rooted in the  alienation  from the

Culture, which iz onobooes

a3 an incegrated whole-

ness, but fragmentarily. V.oV, Nalimoy azzumed that philozophy
nowadays should ohallengs Over ~beching
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Abstract

Many characteristic text constants are heavily dependent on the sample size. To avoid this depen-
dence, (LNRE) models have been developed, the parameters of which are, in theory, sample-size invariant.
In practice, the parameters of LNRE models may nevertheless reveal considerable dependence on the
sample size. We show that this is a direct consequence of a lack of goodness-of-fit, and can therefore
be used for goodness-of-fit testing. This dependence, furthermore, requires new techniques for cross-text
comparisons. We propose one such method, based on the developmental profiles of LNRE parameters.

1 Introduction

A well-known problem in the domain of lexical statistics concerns the dependence of a many measures of

 lexical richness on the sample size N, the number of word tokens included in a corpus or text-based frequency

count (see Tweedie and Baayen, 1997, for a review). It is well-known that the free parameter of Zipf's law
in its original forms (Zipf 1935, 1949) is similarly subject to this dependence, as shown by Orlov (1983a,
1983b). Orlov and Chitashvili (1982a, 1982b, 1983a, 1983b) developed Zipf’s law into a fully-fledged Large
Number of Rare Events (LNRE) model in which the dependence of lexical distributions on N is accounted for
in a principled way by means of an additional parameter Z, the unique sample size for which Zipf’s law in its
simple form holds. Other models, such as the lognormal model (Carroll 1967) and the inverse Gauss-Poisson
model (Sichel 1986) likewise belong to the class of LNRE models (Chitashvili and Baayen, 1993).

The parameters of LNRE models are in theory invariant with respect to the sample size. The problem
addressed in this paper is that, to our dismay, in practice the parameters of LNRE models may nevertheless
reveal substantial dependence on N. In section 2 we focus on the sources of this systematic variation in
the values of LNRE parameters. The empirical dependence of LNRE parameters on the sample size requires
special methods when texts of different lengths are to be compared. In section 3 we propose such a method,
based on the comparison of the empirical developmental profiles of LNRE parameters.

2 LNRE parameters and sample size

The upper panels of Figure 1 show that the parameter Z of the extended Zipf’s law (Orlov 1983a) and the
parameter b of the inverse Gauss-Poisson law (Sichel 1986) are no exception to the observation that most
measures advanced as independent of the text length N tend to vary systematically with N. The horizontal
axes of Figure 1, which is based on L. Carroll’s Alice’s Adventures in Wonderland, display the sample size
N. The vertical axes of the upper panels display the values of Z (left) and b (right) as a function of N. The
dots show the observed, empirical values of these parameters as estimated for the sequence of 20 equally-
spaced text lengths N = 1326, 2652,. . .,25180,26505 on the basis of the frequency spectra at these points in
fsample time’. For the extended Zipf's law, we find that the estimated value of Z increases with N. For the
inverse Gauss-Poisson model, b also reveals considerable variation, especially for small N. The estimates of
b, however, tend to converge relatively quickly to its final value as estimated for the complete text.

The solid lines in the upper panels of Figure 1 show the expected values of Z and b as calculated on
the basis of a series of Monte Carlo randomizations of the words in Alice’s Adventures in Wonderland. We
observe a clear pattern of dependence on the sample size N. In the case of Z, we see an initial steep decline,
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Figure 1: Observed (dots) and Monte-Carlo-based ezpectations (solid lines) for Z (upper left) and b (upper
right), and the error for the vocabulary size for the extended Zipf's law (bottom left) and the inverse Gauss-
Poisson law (bottom right) as calculated for Alice’s Adventures in Wonderland, measured at 20 equally-spaced
intervals. E1: expectation based on the model for the full tezt (Ernre(V(N))); E2: Monte Carlo ezpectation

(Emc[V(N)))-

after which Z stabilizes, albeit with some very small concave curvature. In the case of b, we find a convex
function that levels off by the end of the text.

Why do the Monte Carlo expectations reveal 2 non-random developmental profile as a function of N.
Does this imply that LNRE models fail to eliminate the ubiquitous dependence on N which they were designed
to overcome, not only in practice, but also in theory?

Fortunately, this conclusion is unwarranted. The changing values of Z and b are a direct consequence
of imperfections in the fit of the LNRE models to the empirical frequency spectrum of Alice’s Adventures
in Wonderland. To see this, consider the bottom panels of Figure 1, which plot the difference between
two theoretical growth curves, Ernre(V(N)] and Enmc|[V(N)]. The expected vocabulary growth curve
Ernre[V (V)] is obtained by estimating the parameters of the models for the complete text (N = 26505),
followed by interpolation of the expected vocabulary size for 20 equally-spaced smaller sample sizes using

BuaslV (V)| = gy 7 6/ 2) 0

for the extended Zipf’s law (with p* the maximum relative frequency in the text), and using -
2
Emc[V(N)] = ¢ [1 _ (H1-vIFNe c)] @)

for the inverse Gauss-Poisson law (with ¢ the second parameter of the model, and fixing its third parameter,
~, at —0.5 for computational tractability). The second expected vocabulary growth curve, Enmc[V(N))
is obtained by calculating the average vocabulary size in a series of randomizations, i.e. Monte Carlo
expectations, for the same 90 measurement points in sample time. Since both expectations are based on
the urn model, their values should be identical. Hence, their difference E ~re[V(N)] = Emc[V(N )] is @
diagnostic for how well an LNRE model fits the data.

For the extended Zipf's law, we observe a convex curvature. For small N, the model underestimat
V.(N ),' for mfadium N, it reveals a slight overestimation bias compared to the Monte Carlo expectationzs
Since increasing Z leads to an increase in Ernre(V(N)] by (1), the underestimation bias of Exnyre[V (N )j
o.bserved for small N is compensated for by increasing Z when estimating this parameter for small sample
sizes in the randomizations. For larger sample sizes, the mismatch between Exnre(V(N)] and E [V(fl\-:r )]
is so small that the value of Z is hardly affected, and approaches constancy. Me

. 'I\.lrning to the inverse Gauss-Poisson law, we find an overestimation bias for ELnr g[V (V)] that decreases
with increasing N. This model accommodates its overestimation bias by increasing ¢ and by decreasing b
as N ber.:ome§ smaller. Compared to Z, the value of b becomes reasonably stable at a rather late momSnt
in sampling time N. This is due to the larger bias of Exnre[V(NV)] for the inverse Gauss-Poisson model
Consequently, greater changes in the parameters are required to accommodate the model to the structure of
the ffequency spectra of the smaller sample sizes in the Monte Carlo simulations.

Since the observed dependence of LNRE parameters on the sample size directly reflects the accuracy of
LNRE models, we can make use of this dependence to evaluate the goodness-of-fit of these models rI‘ridi-
tionally.. the goodness-of-fit of LNRE models is evaluated by means of chi-square tests. Unfortunat;el the
appro.pnate chi-square test (using the covariance matrix of the spectrum elements) almost always leads Zé) the
rejection of theoretical models with p-values that may be as small as 108 (see also Grotjahn and Altmann
1993), even when fits are obtained that are perfectly reasonable to the eye. Instead of using the chi-s uaré
test, the extent to which LNRE parameters change as a function of N can be used as a measure of gooélness-
:f—ﬁt: ?1118 less accomm?da.tion required, the better the fit of the model. As a practical measure, we propose
o use the percentage of measurement points for which ’
below a given tolerance threshold é: g piieabeolmSteseoe s EERISEREEE

K
D(K,$) = —IIFZI“ELNRE[V(N")] ~Epmc[V(NK)]| < 4], (3)

=1

with K the number of measurement points (20 in our examples) and V(Ni) the vocab i th
measurement point. We choose the model error § as small as pos?sible, bu(t. s;)ch that the ‘;lrat;rgo?tzi:)n?g?;(kci)
for the two models differ significantly. For the extended Zipf's law and the inverse Gauss-Poisson law 1‘;he
smallest significant difference is found for § = 5: D(20,5) = 0.85 for Z, and D(20,5) = 0.5 for b (p< 0’05)
These calculations formalize the visual impression of Figure 1 that the extended Zipf's law provides‘ th(;

:Jetter fit to Alice’s Adventures in Wonderland, even though it has only one parameter to vary instead of
WO,

3 Comparing developmental profiles of LNRE parameters

'I‘h.e above test for goodness-of-fit pits the predictions of LNRE models against the predictions of the urn model
Sl;nthout replacement). However, words do not occur randomly in texts. As illustrated in the upper panels of
. ;gure 1, the obsertred values of the parameters diverge from their Monte Carlo expectations for a wide range
:h mea.sureme'nt 'po:nts. This is due to the non-random, underdispersed use of words in discourse, which, in
th:.n ca_ie of Alice 's Adventures' in Wonderland, causes the empirical vocabulary size to be substantially smaller
N ; s theoretical expectatu-m ,for all 20 measurement points (see Baayen, 1996, for detailed discussion).
e ot case of tpe extended Zipf's law, the overest_imation bias of the theoretical estimates is compensated
gy lfin we f.sstlmate Z for smaller text lengths using (1). In order to match the expected and the observed
i mz.ri size, we have to lower Ernre(V(N)] compared to what we would expect given the complete
i u; =y ence Z has to be lowered too.’ln the case of the inverse Gauss-Poisson law, the parameters b and
e shes elir';me adjusted to meet the.requ-lremeut that for each measurement point the expected vocabulary
For u bfe equal to its. expfactatlon given the frequency spectrum at that measurement point.

comparféactxca.] applications in quantitative stylistics, in which texts of different lengths may have to be
Tk , the observed ﬁmctmnf.sl dependence of empirical LNRE parameters on the sample size N re-
s 010 l?ls th? problem of how this d_ependence should be taken into account. Figure 2 shows how severe
s hem is. For a random selection of electronically available texts, it plots the empirical values of Z

, when estimated from successively larger samples, and shows that they tend to change systematically




with N. Since the values of Z estimated for the full text sizes are not characteristic for the text as a whole,
it seems reasonable to base between-text comparisons on the developmental profiles Z (V) and b(N). To do
50, we may proceed as follows.
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Figure 2: Empirical values of Z and b as a function of N in selected texts. al, a2: Carroll; b1, b2: Baum;
c1, c2: Conan-Doyle; jl, j2: James; 11, 12: London; L1, L2: Luke-Acts (KJV); wl, w: Wells. See the

Appendiz for bibliographical details.

We will fit a linear model to the data, treating the K measurements from each text as repeated measures

of the same value. Our model will be '
Xij=p+oitpfite; (4)

where X;; is the value of either Z or bin text i at measurement point j, herei =1,..., l4andj=1,...,20.
In order that the analysis can be carried out, oy and By are constrained to equal 0. The ¢;; terms are error
terms, with the usual normality, independence and zero mean assumptions. Note that we are comparing the
texts at each measurement point, i.e. the first recorded value of Z, Z1 1 is compared with other first values
of Z,Z2.1y.+y214,1, T€ ardless of the values of Ny in each text. - .

Weafiltted ‘t.h::rlnodegl in (4) to the observed values of Z;; and b; and mlned _the residual plots; tht’é
model seemed to be a good fit for the data, with a small number of Fa.t.her high residuals. An Analysis 0!;l
Variance (ANOVA) table reveals that for Z, there are significant filﬁerences }.Jetween repeated measure{_
factors (p = 0.0020 using the Greenhouse-Geisser Most Consem'ztwe ‘Eest adjt-xstment to.tht? degrees Ot-
freedom in the F-test) and text factors (p < 0.0000). The multiple R valye is 97.47%,. indicating tha
almost all the variation in the observed data is explained by the factors. A sumlat: analysis f.or b produce;
similar results for between text (p < 0.000) and repeated measures (p = 0.0260 with the adjusted F-teS:;l ‘
factors. Here R? = 83.81%, indicating a slightly less good fit to the data, perhaps due to the unust
structure of the data, as shown in the second panel of Figure 2. ;.

Given that there are reliable differences between the developmental profiles ot: the LNRE pa.ra.r.neters, .
may now proceed to investigate which of the factors o and f; are significantly different from which other
We will present here the results of comparing values of a; for both Z;; and b;;.
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As there are almost 200 possible comparisons of the form (a; — ay) we will use Bonferroni adjusted
t-intervals. Even with this strong restriction on our confidence intervals the only factors that are not
significantly different are those associated with the Conan Doyle texts (cl, ¢2), the James texts (j1, j2)
and the St Luke texts (L1, L2). In addition, there is no significant difference observed between the text of
Through the Looking-Glass and what Alice found there, text a2, and either of the Luke texts. Turning to the
factors fitted to the model of by; we find that the only non-significant difference between a;s is to be found
between Alice’s Adventures in Wonderland and The Acts of the Apostles, the second of the texts by St Luke
(L2).

It is clear from these comparisons that there is some evidence of within-author homogeneity in terms
of Zij; texts by Conan Doyle, James and St Luke are not found to be significantly different. The lack of
significance between texts by Carroll and St Luke can be explained by examining the first panel of Figure 2;
the developmental profiles of Z are very similar for the Carroll and St Luke texts. Note, however, that the
texts by Baum (bl, b2) illustrate that the developmental profiles of texts written by the same author can
be far apart. While authorial structure is partially evident in the results for Z, it is entirely absent from the
model for b. There is no indication that any of the texts might be by the same author, except for a Carroll
and St. Luke text. It is clear that Z is better at elucidating authorship, although the model (4) clearly
requires more investigation.

We have only presented the differences between factors for the author effect of this straightforward model.
Examinations of the residuals in more detail may prove fruitful and analysis of the repeated measures factors
would reveal change points in the vocabulary usage in the texts. It is also important to consider other
models; a text factor could be nested under the author factor, or each text could be considered as a simple
replication of the author’s Z values. Other types of analysis could also be employed for this data; the
temporal structure of the text could be taken into account in a time series analysis. Tweedie and Baayen
(1997) consider confidence intervals for such parameters using partial randomisations of the texts.

4 Conclusions

We have called attention to the dependence of the parameters of LNRE models on the sample size. This
dependence is observed for both the empirical development of a text, as well as for its theoretical development
in Monte Carlo simulations. We have focused on the new possibilities that this finding offers for goodness-
of-fit testing and for between-texts comparisons. An important problem that we have not touched upon is
how LNRE models might be enhanced to take the non-random use of words in discourse and its effects on
the accuracy of their predictions into account. We are currently investigating the possibility of using link
functions that specify how a parameter such as Z changes over sampling time as a function of discourse
structure. In this way, we hope to formulate LNRE models with enhanced empirical adequacy.
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Appendix
Author Title Key
Baum, L. F. The Wonderful Wizard of Oz bl
Tip Manufactures o Pumpkinhead b2
Carroll, L. Alice’s Adventures in Wonderland al
Through the Looking-glass and a2
what Alice found there
Conan Doyle, A.  The Hound of the Baskervilles cl
The Valley of Fear c2
James, Confidence jl
The Europeans : j2
St Luke Gospel according to St Luke (KJV) Ll
Acts of the Apostles (KJ V) L2
London, J. The Sea Wolf 11
The Call of the Wild 12
Wells, H. G. The War of the Worlds wl
The Invisible Man w2
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Coevolution of Phonology and the Lexicon in
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Summary

Synergetic models of language structure predict that the length of a word will depend upon
various parameters such as its frequency and the number of phonemes in the language.
This prediction has been used to explain word length differences within languages, but less
often to explain the differences between languages. Here I show that average word length
across 12 West African languages 1s related to the phonological inventory. I outline a

mechanism by which this relationship evolves.

Topical paper: Language typology, systems theory
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Word Length: A Systems Theoretical Model

It has long been obvious that words have very different typical lengths in different
languages, from the monosyllables of Chinese and other Asian languages, to the many-
syllable roots of Hawaiian and the languages of Australia. Nonetheless, the word in its
uninflected stem form is considered a basic, universal linguistic unit which is comparable
across languages. The question thus arises of why words should be of such different
composition in different languages.

Systems-theoretical linguistics treats a language as a dynamical, self-organising
system whose structure is optimised to its function of communicating and representing
information. The pressure exerted by function on structure 1s not uni-directional, however.
Rather, languages evolve under several competing motivations, such as the minimisation of
memory load and the minimisation of ambiguity, the minimisation of articulatory effort
and the maximisation of acoustic distinctiveness. The interactions between these different
pressures can be formalised into systems-theoretical models, and predictive statements
about language structure produced (Kohler 1986, 1987).

According to Kéhler's models, the length of a individual word will be a function of
the number of segments in the phonological inventory of the language, the word's
frequency, the number of words in the lexicon, and the degree of redundancy which the
language requires due to the noisy nature of the human speech channel. Where L is the
length of a word, then:

(1) L = a (Segments’)(Frequency)(Lexicon)(Redundancy®)
- where ab,c,d and e are constants.

This statement about the distribution of word length within a language can be
modified to make predictions about typical word length across languages. If we take a
sample of words of all different frequencies from a language, and average their length,
then their mean A will be distributed as:

(2) A = a (Segments®)(Lexicon’)(Redundancy®)

We can reasonably assume that the redundancy parameter is constant across words
and across speech communities , given that the human speech mechanisms are everywhere
the same. Furthermore, although there are differences in lexicon size between different

languages, their effects will be negligible as long as all lexicons are large and d is small.
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We can therefore take (Lexicond) and (Redundancy®) as constants when comparing across
languages, giving:
3) A=a (Segments”)

The prediction that there will be a relationship of the form given in (3) has already
been tested and found to be correct for ten unrelated languages (Nettle 1995). In this

paper, I repeat the analysis for twelve West African languages, and then investigate the

mechanisms which lead to the synergetic ’relationship.

Testing the Prediction

Methods
The data used to test prediction (3) were gathered as part of a wider investigation

of the areal linguistics of West Africa (Nettle 1996). The twelve languages were chosen
for the quality of information available, and though they are all genetically or areally
related in some way, the relationships are sufficiently uniform not to compromise
statistical independence. To test the prediction, two data are needed for each language:
(i) 4 phonological inventory. This was obtained from published sources in all
cases. The number of contrastive segments, henceforth S, was added up, using
uniform criteria outlined in Nettle (1996). As the number of possible contrasts at
each segmental slot was desired, each vowel/tone combination for tone languages
was considered separately. Thus, a language with five vowels and three contrastive
tones is deemed to have 15 possible contrasts on a vowel position (see Nettle 1995
for details of this method). The measure S is the simple sum of vowel and
consonant contrasts, and therefore takes no account of phonotactic rules operating
in the language. It is thus a simplification, whose accuracy depends upon the

similarity of phonotactics from language to language.

(ii) An estimate of the average word length (A). This was obtained by measuring
the length in segments of randomly-sampled stems in a dictionary of the language.
The results of Nettle (1995) suggested that a sample of 50 stems was sufficient,

and that dictionary size was unimportant as long as all dictionaries contained more

than 1000 entries.

Results
The number of segments in the inventory of the language (S), and the average word

length () are shown for each language in table 1.

Language S A

Fula 33 6.42
Hausa 35 5.68
Tamasheq 36 5.26
Songhai 42 4.96
Bambara 49 4.86
Ngizim 52 5.32
Edo 53 442
Igbo 58 4.62
Mende 71 47

Ewe 81 4.16
Vata 164 4.56
Vute 195 3.94

Table '1 Inventory size (S) and average word length (A) for the twelve languages. Sources as
given in Nettle (1996)

There is indeed a negative power relationship between A and S, as figure 1 shows. Curve
estimation using the SPSS computer package gives the equation:
(4 A=1018 8"

(¥ = 0.60, d.f = 10, p < 0.001)

The prediction of the systems-theoretical model is thus met, and the finding of Nettle
(1995) for ten unrelated languages replicated. If the two data sets are combined, the

following overall equation is produced:
(5) )\, = 1787 S-O.Jl

(¥ =0.67, df = 20, p < 0.001)




Zulx

Word Length
(61

3 e t ; T ; t i T
0 50 100 150 200
Segments

Figure 1 plot of the relationship between the number of segments (S) and the average word
length () for the twelve languages '

Discussion: The Mechanisms of Language Adaptation

The observed relationship is a clear example of functional coevolution in language.
Larger phonological inventories allow more economical coding of word-meanings, and the
results show that languages with such inventories do optimise their codings accordingly.
There is of course, a competing motivation, or all languages would evolve ever larger
phonological inventories and very short words. The opposing motivation is perceptual: as
the number of segments grows they become more phonetically similar, and so the
probability of misperception and the difficulty of the hearer's task increase. Languages
therefore reduce the number of their segments to facilitate decoding, and, as the results
show, increase the length of their words to maintain contrasts in meaning.

The problem with results such as these lies in explaining how the adaptation of

structure to function comes about. Zipf (1949), who discovered adaptive relationships such

as that between the length of a word and its frequency, interpreted his results as the

outcome of the operations of a master-craftsman, who had fashioned language to be
maximally convenient as a tool for communication. Even as metaphor, Zipf's explanation
is misleading; languages are not designed by anyone. They are rather the products of an
unintentional historical process.

I suggest that Zipf's creationist account of language design should be replaced with
an evolutionary one. In linguistic performance, we observe a constant stream of minor
variants on canonical word forms. If, due to least effort tendencies, learners are slightly
biassed towards adopting the shorter of equifunctional forms, then over generations, word
forms will always be reduced to the minimum length compatible with the preservation of
meaning. Since, through coarticulation, segments colour those which precede them, this
will lead to a piling up of phonological features earlier and earlier in words, and an
increase in the total number of phonological contrasts.

Working against this, learners will fail to acquire distinctions between segments
which are too similar phonetically. This causes phonological merger in languages and
increases homonyny. Speakers compensate for homonymy with lexical expansions or
innovations which are generally longer than the forms they replace. Thus reduction in
phonological inventories leads to longer words.

Different languages thus represent different balances between these two adaptive
pressures from speakers; to shorten word-forms and to merge segments which are too
similar. In the full version of this paper I will also discuss historical reasons why some

West African languages have found such different balances from others.
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(Summary] This article discusses the important aspects in analyzing language pitch patterns
by using the pitch extracting instrument, including how to minimize the instrument-oriented
and data-oriented errors, where to measure the pitch levels of the data, and how to identify
various quantitative factors and qualitative factors, which must be controtled carefully.

[Words] controlling data, downtrends, errors, f ocus structure, Fo, measuring points, pitch
extractor, quantitative (phonetic) factors, qualitative (phonological) factors, recording
samples, statistical analysis, theoretical framework

[Topic area] 3. Methodological problems of linguistic measurement, model construction,
sampling and test theory

1. Introduction
Languages utilize pitch! to mark a syllable, a word, a phrase, and a sentence, elc., which is

manifested as the pitch patterns of accent, tone, and intonation. In this article, I would like to
discuss the important aspects in obtaining and analyzing phonetic pi tch data by using the pitch
extracting equipment. The present discussion assumes that the pitch extracting analyses are
done under the theoretical framework in which the underlying phonological pattern is
investigated from the surface phonetic pattern (€.8. Pierrehumbert 1980, Thorsen 1979, etc.).

The surface phonetic pitch forms of language is the manifestation of numerous phonetic
and phonological factors interacting with one another. Following the practice of Pierrehumbert
& Beckman (1988), I recognize the factors which are quantitatively analyzed as phonetic (such
as the rate of declination), and the factors which are qualitatively analyzed as phonological (e.g.
the presence/assignment of H and L tones).

The phonetic data are essential for the quantitative side of the analysis. Such substantial
data are also indispensable to statistical analysis. Thus, the pitch extracting data must be very
reliable. The material in the data corpus must be controlled in terms of the variables as well.

However, unless the researcher is careful to control various causes of instrument-oriented or

data-oriented errors, simple operation of a pitch extractor creates error-infl ested results.

2. Obtaining data
2.1. Using acoustic instruments
Pitch analysis instruments are mostly now all computerized. Some pitch extractors are

installed in the hardware which are designed for that single purpose. However, most others
are one of the functions of the sound analysis system, which has various other functions such
as spectrograph, spectrum, and intensity analyses.

As Hess (1982) and Rabiner et al. (1976) suggest, no pitch extractor is error-free. One can
test the reliability of a pitch extractor easily by 1) extracting the pitch pattern of the same data
many times in the same setting, 2) shifting the waveform horizontally on the time axis, 3)

ITechnically, ‘pitch'is the pereeptual correlate of the fundamental frequency (F0), whereas these two terms tend
to be used interchangeably even in acoustic phonetics. The article also use them interchangeably.
25ome sound analysis software runs on a regular personal computer without any additional hardware. The

personal computer in combination with the software should have a 16 bit sound capability for a professio
quality analysis. (See Keller 1994.) ’
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changing the vertical (frequency) or horizontal (time) scale ran i i
{:snées), or tli) using dif ferer}t algorithms (if the(systein has morgeefh(:;tgire?nai%f; erldlt§ pe
Wah;g:lh:rl%g?t tg;@c?l?g s_)t/z:lem wig ?frobai_bly give inconsistent outcomes of these
‘ in the pitchgram differs from the more reli in
:)t?:difgﬁctrogram. it must be corre_cted. It is also important to cfrlt:?)t;ﬁ%g?gnc;lnlggi nar}‘ow-
;I)) . hgram with the frequency/time range of each wave in the expanded wavefo o
itch extracting algorithms can be categorized into two major groups, i.e., th I:Illll
an:;ysgs .and time domain analysis' (see Hess 1982). The Fo detection i’n 'th'e; sh(:)rf ttc:) ikl
?:am };s:s is performed based on the spectrum analysis, and the signal is analyzed by a i
o average local pitch levels. Because of its analysis method, the short ¢ Y
crcalte ﬁ{rotris wl:jen the data contains a sudden Fo change. ' erm analysis may
n the time domain analysis, the Fo detection is perform i
The algorithm tends to make errors when it reacts topgle nau?rilb{arsrzgt?ll;iiitel:)sl ;)n e
prec:shely, while its simpler calculation method provides a faster analysis 1 waves too
: 'It‘) l(?tusefof a ﬁ_lter (low-pass, _hlgh-pass, anti-aliasing, etc.) may often improve the
relia I!l y of the pitchgram especially when the recording quality of the data is not good. F
eic_an)p ?, tl:gnc domain a_nalysns tends to require the data to be filtered by a low- assgf ilt o
?rgg;lllgﬁ ; esl%':l.lt{l :qttlllc;ncln:cs) ghcreby rcduc;:ng the possibility of picking up the hi%her erto
. n Fo. Sometimes, the pitch extractor pi i i
than I?o, which can also be remedied by usix{)g the filter or t?;csle(;t:lr? gatlt:g;'lfl: y tlllirmomcs i
rangtfa tﬁroperlyl.l ' equency analysis
If the speech analysis system has more than one i i i '
reseiré:per should ‘try.dif ferent types and find the onéyvgleli?:{lrg;(sz?ggtﬁ:céﬂlgt: ?aog e
1 g;s;mg thepvo:ce-voxgeless threshold' level brings the pitchgram which best represents
jeves lpartl_. roper settings of voice-voiceless threshold, as well as filters oftenP
Ly es ‘outliers' such as the very high frequency of a voiceless consonant '
M :n nongl of these options work, one should record the data again pref efably in better
ppoord %hcon itions. Even if the same word is repeated three times in exactly the same
r, the analyses of each utterance may require different settings. Some utterance may lack

. l l 1

2.2.01};00_1‘:1}11 g equipment
nitis possible to plug in a microphone (MIC) directl i
) n y to the pitch extra
zg;ech t((::ata can be directly recorded from an informant. This gives n?ore rgﬁabl(::?rrl' tllllte[g th
'IElllll . r th:&rlx ol(.ljSllI:g an additional recording machine. E )
method, however, has some limitations. First, itis often difficul ing i
:ﬁ;ﬁ:ﬁ zﬁﬁgs;g rlﬁ!:)gv;::;z.the instrument it;sg. This is especially true tht:.:lll ttltlcé ?:sx;grggggzants
ing a great number of informants. Secondl i i
s _ _ ! ndly, th
mﬁz t:mt be an anechoic chamber. An anechoic room should be usedyas ai:coc?rl:isittllc lsail?c:ﬂ:“self
Th:txss pgsiilblgt: to avoid outside noises and echoes of the original signal petie®
» 1t is often more convenient to use a separat di ine ( igi
o ' parate recording machine (anal
impéhni ;t:st%z;rtcgler can bring the recorded data to the lab and tm%sfer it to t(he co(:ﬁ;itg:gllimi)s’
tknsiry lovel e recording machine have a recording level control to obtain the 0ptimﬁm
intensity infor}na:t(il ;; g?th aglr:;ﬂ’pgd ;lth MAGC (Automatic Gain Control), as this alters the
““‘Omgcal}lg f}llmctions e L :g.) (Most hand-held tape recorders have AGC which
. ,a uality microphone that best- i i i
should gh quality microphone that best-matches the recording mach
always be used. This makes a great difference in the recordgingac(;uaflrlli(i)(').r S
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3. Controlling the data for the pitch analysis
3.1. Intrinsic Fo effects of segments

Many phonetic experimental studies® report that pre-vocalic 'voiceless' consonants
raise the Fo of the following vowel while 'voiced' consonants lower it. This Fo

Shinya Matsunami Jan. 1997
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Catathesis, another downtrend IS tri
, phenomenon, is triggered by certain (ph i
%elclqilsxetnce sufchhas that of an accent, which reduces the pitch levil6 of the(su:cr:;?' = ey
iangugp:so p gilomena is reported in some studies as 'downstep' in some Afri e
ges (see Clements 1979) or analyzed with a sort of accent-reduction rule (;agnsa%l;ist b
y

rturbation effects of re-vocalic consonants especially affect the earlier of the vowel.
. B part McCawley (1968) in Japanese.

Thus, the vowel after a voiceless consonant tcndvs to have a falling Fo contour whereas the
vowel after a voiced consonant tends to have a rising contour. This Fo perturbation effect
of the pre-vocalic consonant is widely attested as the cause of tonogenesis in the histories

of many languages such as Chinese, Vietnamese, €lc.

As for the post-vocalic consonants, SOme historical studies and a very limited number

of phonetic experimental studies report that a [?] tends to raise the Fo
vowel, and a [h] tends to lower it.

While Pierrehumbert & Beckman itati

: cman quantitatively analyzed declinati : .

c?]t:;giils to sl?lme extent, much is still unknown about the bf:haw.ril :)I;acg}ot?a‘egg ?ilol i S

?hesc i et“a- However, a (esegrchcr must carefully take into account the pres: ::Ve? o
actors in the phonetic pitch analysis in relation to the underlying pgonoeiggi cillwf?cfrt'xgr

of the precedi (E.g. The two peaks with th ings in a pi
preceding tone phonologipczéily,) e same Hz readings in a pitchgram may not represent the same H

According to numerous experimental studies, higher vowel such as [i] and [u] has
3.3. Focus structure

higher intrinsic pitch than a lower vowel sucl} as [a] when all other t_hin gs are equal.
However, there are few historical studies which propose the vowel intrinsic Fo as the cause
of tonogenesis. It seems that the Fo perturbation effect of the pre-vocalic consonant

appears to be more salient to the listener's perception compared with

Many languages such as English (Liberm i
‘ an & Pierrechumbert 1984
(Pierrehumbert & Beckman 1988), Swedish (Bruce 1977), Dutch (KrJ§tj?ggg?S?)anish

the vowel intrinsic Fo (Thorsen 1980), Mandarin (Shih 1987), and Hausa (Inkelas, Leben, & Cobler 1986)7
) , are

difference, while both phenomena are observable in the phonetic data. On the other hand, found to possess the means to put focus on some word or phrase in a sentence by usi
ence by using a

whether or not the Fo perturbation effect of the post-vocalic consonant are always present

wider voice/pitch range over the focused sequence or (a) narrower/reduced pitch range(s) over

in the phonetic data appears to be a question. More studies should be conducted to find out the unfocused material in the rest of the sen
whethgr itisa languagg-esapecif ic or position-specific (such as the utterance-final) shows phonetically a much higher pitch peetlin&ean Thl;rg?(;fha F L e
phenomenon. Yet, in research, it is always necessary to control all consonants (pre- or should be aware of the presence of such focus structure in thell1 et .., Tho rescarcher
post-vocalic) in the corpus material. investigation. anguage data under

As Pierrehumbert (1980) suggests, the intrinsic Fo effects of segments are 100 great to
ignore. To 'minimize’ the interference of segmental intrinsic Fo effects, many phonetic studies
use the data corpus only comprising the same vowels or vowels with similar heights and only 4. Where to measure Fo in the data?

voiced consonants.4

3.2. Downtrends

Studies are diverse in terms
of the Fo measurement points i
o nt points in the data. It
mim)lgc:,’ ;_vgl;, 2(1) ;;o;vel (or a longer sequence) or one point in the pitchgram (scl?ghb:st:llfeal;{ s
v et (or ; longer_sequcnce), etc. Thorsen (1979, 1980) measured two or rlnghest
stretch to obtain the stylized representation of Danish sentence pitch pattecl)il;g

The downtrend is a general pitch lowering effect over an utterance. Itis reported by many Pi
studies on different languages such as Dutch (tHart & Coken 1973), English (Lieberman h;‘jg‘;‘;‘r‘n“;bf“ & ?_leﬂnan (1988) measured the points in the pitchgram which are supposed
: : sty e . t _
1967, Cooper & Sorensen 1981, Liberman & Pierrehumbert 1984), Japanese (Fujisaki, B tences. s (H, L, etc.) according to their phonological model in English and Jaggggse °

Hirose, & Ohta 1979), Swedish (Bruce 1982), and some African tone languages (Clements

1979, Hombert 1974).

T . . . -
he present author is currently investigating the sentence pitch patterns of Mortlockese (a

According to Beckman & Pierrehumbert ( 1986), the downtrend can be further divided into = Micronesian language), in which the Fo levels are measured from the two points of each
c

three different factors such as 'declination', final lowering', and ‘catathesis. .
Declination is a general and constant Fo downtrend over an utterance. It occurs without .

any trigger such as a certain tone sequence. Different causes of this
been suggested: the natural decrease of the subglottal air pressure

vowel. Based on the highest points of Fo, two h
_ : alves of a vowel i i
half and a lower half. In the higher half, the Fo value of the higiezrtep(iigﬁl;ne;ieg ?I;esﬁrl:dgher

type of downtrend have while that of the lowest pitch point is measured from the lower half. This method helped the

(Lieberman 1967, Collier analysis show the overall rising or declining stretches in a sentence very well, as the sentence:
, S

g : in the | :
1975), involvement of some preplanned behavior of the speaker (Cooper & Sorensen 1981), anguage tend to show rising pitch toward th o 00 B
etc. Beckman & Pierrehumbert attribute it to the paralinguistic marking of the discourse the end. g Eeeent Stenc.and de"lmmg pitch toward

structure by a speaker.
Final lowering is the pitch lowering phenomenon observed only

utterance. Beckman & Pierrehumbert also &

Generally, there are no established s ideli
| , thy tandards or guide ini
t the end of a declarative measurement points. Depending on the goal, targetglailgli:é%s, ggﬁitggngghgrégs of the study

ttribute it to the paralinguistic marking of the & consistent guideline has to be made by the researcher.

discourse structure. The final sentence of the discourse shows the greatest final lowering whil®

other medial sentences may show varying degrees of final lowering,

structure.>

3 For the detailed reference in this section, please see Hombert, Ohala, & Ewan
included in the text in the final version of this paper.

4 The extreme example of this is the reiterant speech (see Nakatani & Schaffer 1978). .
Pierrehumbert (1984), the final lowering affects a half the second from the end of 8

5 According to Liberman & . .
sentence (uttered in isolation) in English. So,na long sentence, that duration
but in a very short utterance like a word, the whole utterance may get the influe

di the meaning
dopRRamg te 4 Looking for the phonological structure

fter separating th : ]
ho : ing the phonetic factors as mentioned in the i :
Phonological structure will become much more visible. previous sections, the

1979. The full reference will be! To analyze th, i
yze the phonological structure, the researcher should be acquainted with different

M
- Viore prwsCl "
may contain several syllables: TAll Y. it compresses the ‘voice pitch range' of the speake: ) _
nce of final lowering. ese studies are quoted in Pierrehumbert & Beckman 19p88e§’.k rover the sucoceding material.
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phonological f rameworks/theories which are most suitable to describe the language phenomena

under investigation. One may It

eed to modify other theories to make own model to describe

certain language phenomena. Itis helpful if the theory is equipped with the devises to factor
out various phonetic and phonological phenomena as mentioned so far.

6. Statistical analysis ‘
To identify and separate various phonetic and
how much the effect of some phonetic factor (e.g

phonological factors, one needs to know
., the rate of declination) is, and how regular

a phonological structure (e.g., the location of an accent H tone) is. To obtain generalizable
qualitative trends from the results of a quantitative analysis, one should perform statistical
analyses and obtain a certain level of significance (€.8. P> .05, P> .01, etc.). The statistical
significance level also provides the inf erential information.

In order to conduct a valid statistical analysis,

one has to use well-controlled data in terms

of segmental and suprasegmental structure. This is, however, not always easy as languages

are of ten limited in their inventory.

Moreover, the use of statistics is not well-founded in linguistics while it is more widely

used in experimental phonetics. The recent trend

in the pitch pattern analyses of language, as |

am discussing here, requires us to analyze both phonetic and phonological sides. If the study
involves statistical analyses in more lingms_ncs-onented areas, more often the researcher faces
the new situation in which no precedent exists. A researcher is then expected to make an extra

effort to creatively apply statistics.

5. Conclusion

The pitch extracting analysis is important to investigate the suprasegmental system of a
language. Itinvolves preparing a well-controlled data corpus, recording high-quality samples,
conducting the instrumental analysis with minimurh errors, measuring the pitch levels from

well-defined points, identifying various phonetic
of these under a capable theoretical or methodolo
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A semantic typology of Finnish verbs: Statistics for role frames

Pauli Saukkonen
Helsinki

The Department of Finnish and Saame, University of Oulu, hosted a
big project on the "Semantic analysis of Finnish verbs" during the
years 1988-95. The material was provided by the Dictionary of
Contemporary Finnish (Nykysuomen sanakirja 1-6, Helsinki 1961,
with ca. 200 000 entries). The analysis was performed by MA Jukka-
Pekka Hammari. The coded material was then computationally
processed by the collaborating partner, Research Institute for the
Languages of Finland. After certain procedures the information
will finally be added to the database of the Finnish lexicon.

All verbs have been analysed according to their nominal frame
elements. The set of frame elements has been conceived of in a
wide sense. Included are not only arguments, complements or
obligatory actants (cf. Sue Atkins), but also other kinds of
optimal elements. The semantic description is based on the
semantic roles of the nominal frame elements, and the different
meanings of one verb are thus accounted for in terms of role
combinations (= role frames). The system will be illustrated with
some examples below.

The analysed material consists of 383 865 instances of verbs (with
clause examples covering 11 810 printed pages) . The larger project
also takes into account rough distinctions of inherent meanings in
frame elements, but only the distinctive role frames have been
taken into account for this paper.

The semantic roles in this kind of frame semantics are mostly
equal with commonly used argument roles, but some additional roles
are used as well (e.g. in the case of predicate complements) . The
main types can be seen in the following English examples.

INFLUENCER RESULT

The bad condition on the roads caused accidents
PROCESSOR WAY

The car is driving along the road
INFLUENCER-PROCESSOR (AGENT) ORIGIN

The man came out of the house
EXISTENT LOCALITY

The box is on the table
INFLUENCER-EXISTENT (AGENT)

The man is standing

PROCESSOR OBJECT

I met him
INFLUENCER-PROCESSOR (AGENT) RESULT

I made a table

INFLUENCER-PROCESSOR (AGENT) VARIABLE RESULT
She makes the table long

INFLUENCER-PROCESSOR (AGENT)

VARIABLE
The woman PROCESSOR

lengthens the table with a board

(INSTRUMENT)
INFLUENCER-PROCESSOR (AGENT) PATIENT QUALITY
You treat me well

INFLUENCER-PROCESSOR (AGENT) PROCESSOR ORIGIN

The man pulled the car out of the
ditch
PROCESSOR
with a rope
(INSTRUMENT)

INFLUENCER-PROCESSOR (AGENT) EXISTENT LOCALITY
she is holding a candle in her hand

INFLUENCER-PROCESSOR (AGENT) PROCESSOR BENEFACTIVE
The man gave the book to me

In my paper I will show some statistics for the role frames:

(1) what are the possible role frames, -

(2) what are their frequencies in the lexicon,

éz)bwhat are the different frame combinations occurring for one
ro,

(4) what are their frequencies in the lexicon,

(5) what are the total frequencies for each role,

(6) what are the frequencies for each role for polysemous verbs

$7) what are the frequencies of different frames where each roie

is occurring,

ﬁs a..resplt we will have a typology of Finnish clauses and
mlStylbutlops of verbal meanings. Finding out about these verbal
eanings will also give us some answers to the following
gge;tlons: how we construct reality, what kinds of frame elements
processes we need and what kind of a world view seems t
dominant in Finnish. ° be
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Topical paper

AREA: Quantitative analysis of groups of English verbal syno nyms.
Summary:

The study of systematic characteristics of synonymic groups of English verbal
synonyms is given in this paper. The results were obtained by means of the
method of correlational analysis (Pearson's criterion) on the total verbal body

of Webster's Dictionary of Synonyms.

In Webster's Dictionary of Synonyms (Springfield, Mass., 1973) there
are 543 verbal groups of synonyms. The number of synonyms in one group varies
from 2 to 13. The average norm is from 4 to 8 members. There is no group
synonyms embracing more than 13 verbs. The deviation from the norm (6) is
observed in 11% of cases. It is possible to say there is a certain "norm" and a
certain "limit" to a group of synonyms.

L. Chronological Aspect

Chronological features characterize verbs from their origin in the Old
English (OE), Middle English (ME) or New English (NE) periods. (See The
Oxford English Dictionary on Historical Principles. Vol. 1-13, London, .1961).
In a group of synonyms a pair of verbs can be of the same or different penoc%s of
the history of the English language. In the first case we speak of (A) synchronical,
in the second - of (B) diachronical chronological correlations of the synonymous

verbs. .
A. Synchronical chronological correlations of verbs in a group can be of

a different character:
1) verbs belong to OE period,
e.g.: bear - yield, be - live, cling - cleave, wane - ebb, behave - work;

2) verbs belong to ME period,

e.g.: admit - confess, ascend - mount, boast - vaunt, carry-transport,
renounce - resign;
3) verbs belong to NE period,
e.g.: abduct-kidnap, actuate-motivate, ventilate-oxygenate, escort-
chaperon.
B. Diachronical chronological correlations, in their turn,can be of the
following character:
1) verbs of OE period correlate with ME verbs, e.g.: acknowledge (ME)
- own (OE), climb (OE) - scale (ME), baptize (ME) - christen (OE), bear
(OE) - convey (ME);
2) verbs of OE period correlate with NE verbs,
e.g.: play (OE) - personate (NE), compute (NE) - reckon (OE), lie
(OE) - prevaricate (NE);
3) ME verbs correlate with NE verbs,
e.g.: demean (ME) - debase (NE), abdicate (NE) - demit (ME), comfort
(ME) - accommodate (NE), sum (ME) - total (NE).
The correlational analysis of all types of chronological features in groups
of synonyms proved:
1. Synchronical chronological characteristics correlate positively in their
possible correlations (OE-OE, ME-ME and NE-NE).
2. Diachronical correlations within the groups of synonyms are not sta-
tistically relevant.
So, synchronical correlations within the groups of verbal synonyms are
typical of the English language, while diachronical - are not.
II. Etymological Aspect
In a group of synonyms a pair of verbs can be of the same or different
etymology (synonyms can be of the roman or german origin. In the first case we
Speak of (A) etymologically homogeneous, in the second - of (B) heterogeneous
Correlations between verbal synonyms.
A. Homogeneous etymological correlations are subdivided into two
sllbtypes:
1) correlations between verbal synonyms of the german origin,
e.g. bring - take, char - singe, can - may, creep - craw, fish - angle;
2) correlations between verbal synonyms of the roman origin,
e.g. imbibe - assimilate, embrace - espouse, aqree - concur, value -
Cherish, cement - glue.

B. Heterogeneous etymological correlations of synonymous verbs in a




group can be examplified by the following pairs of synonyms, one of which is of
the german, the other - of the roman origin,

e.g.: mistake (ON) - confound (OF f L), drive (Eng) - impel (L),
outrage (Eng) - insult (L), perjure (OF, L) - forswear (Eng), pride (Eng) -
pique (F).

The following results were obtained by the correlational analysis:

1. Etymologically homogeneous verbs correlate positively in groups of
Synonyms.

2. The correlation between etymologically heterogeneous verbs in groups
of synonyms is negative.

So, etymological homogeneity of groups of verbal synonyms is typical of
the English language, while heterogeneity - is not.

Conclusion: Groups of English synonymous verbs have a normal average
of members, which cannot exceed 13, they have synchronical and etymologically
homogeneous character.

The limited number of members of the group of synonyms makes to the
process of language development. Still other synonyms being included into an
extremely large group make other members change their meanings and fall out
of the group. Small groups of synonyms, on the other hand, are open to new-
comers untill they are ambiguous.

Borrowed and native words are included into groups of synonyms mainly
in etymologically homogeneous and synchronical groups. Such pyramid reveals
class - subclass relations where a group of etymologically homogeneous or
synchronical synonyms (subclass) is included into a group of synonyms (class).
Synonymy is the basis of the pyramid which is a constituent part of a language.
Synonymy was not developed in the history of the English language but it
existed from its early formation up - to- date.
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Dr.A.Ogoui (Czemiwzi, Ukraine)
BESTIMMUNG DES ANTONYMIEBEZIEHUNGEN ZWISCHEN DEN
POLYSEMEN DEUTSCHEN WORTERN

Der Wortschatz ist als System organisiert, deshalb bilden nach E.Kurylowicz
(1962, 247f.) zwei verschiedene Gebiete der Lexikologie - Polysemie und
Synonymik das einheitliche Ganze, das noch mit einer anderen systemhaften
Charakteristik - Antonymie in steter Verbindung steht. Das 148t sich erkléren -
Polysemie als Identitiit des Zeichens mit sinnverwandtem variablem Inhalt dient
als Briicke zwischen der Synonymik ( relative Identitit des Inhalts mit variablen
Zeichenformen) und der Antonymie ( relative Kontradiktivitéit des Inhalts mit
variablen Zeichenformen).

Die Verbundenheit dieser systemhaften Erscheinungsformen der
Wortschatzorganisation soll auch im Lexikon (als Ausdrucksmittel der
Sprachstruktur, das zu Lehrzwecken als Nachschlagebuch dienen kann)
ausgedriickt werden. Leider bleibt diese aktuelle Frage weder theoretisch noch
praktisch beriicksichtigt - in den Bedeutungsworterbiichern werden Antonyme als
wichtiges Systemcharakteristikum entweder vermieden , oder intuitiv
asystematisch angefiihrt. Einige Lexikographen schlagen vor, die Antonyme in
alphabetischer Reihenfolge dem zu beschreibenden Wort anzuordnen. Dadurch
wird wenigstens der Systemcharakter der Sprache grob verletzt, geschweige vom
Sprachgefiihl des Lernenden. Die Antonyme gehéren bestimmt zum
Bedeutungsworterbuch, aber sie miissen dabei gemé den existierenden
Sprachbeziehungen angefiihrt werden.

Die Aufgabe der vorliegenden Arbeit ist das Anordnungskriterium der
Antonyme zu finden. Dabei muB dieses Kriterium die existierenden
Spracherscheinungen objektiv widerspiegeln sowie ziemlich formell sein, um die
die maschinelle Sprachverarbeitung ermoglichen zu kénnen.

_Betrachten wir die Ausgangskategorien. Synonyme driicken "inhaltliche
Ubereinstimmung mehrer sprachlicher Zeichen bei verschiedener Lautform”
(Lewandowski 1984, 179) aus. Man teilt sie in vollstindige und partielle S. auf.
Antonyme dagegen beziehen sich auf die "Verhiltnisse gegensétzlicher
Bedeutung bei etymologisch nicht verwandten Wortern"(Ulrich 1987, 23). Dabei
stiitzen sie sich auf das Vorhandensein qualitativer Merkmale, die sich quantitativ
gradieren und/oder zum Gegnsatz fiihren lassen (vgl.Lewandowski 1984, 70). Sie
werden in kontradiktorische (sich wechselseitig ausschlieBende: Leben - Tod;
ménnlich - weiblich), kontrastive (gegenteilige: grof - klein) und konverse A.
(umkehrbare: gehen - kommen) aufgeteilt. Die zahlreichen Diskussionen iiber
die sog. vollstindigen Synonyme und Antonyme brachten als Ergebnis die
SChluBfolgerung, daB es keine vollstindigen Synonyme und Antonyme gibt. Als
rund dazu dienen die Divergenzen in der Gebrauchssphire, in den
Bigenschaften der Kollokabilitit und Kombinierbarkeit, in den stilistischen
Schattierungen, in der Wortbildung usw. Dabei kénnen die Worter in bestimmten
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Kontexten semantisch synonym und austauschbar sein, was als ihre relative oder
partielle Synonymitdt betrachtet werden kann.

MaB der relativen Synonymitit kann aufgrund der quantitativen Methode von
S.Berezhan (1967) bestimmt werden. Demnach ist M= 2C/n+k gleich (wo M -
das MaB der synonymischen Ahnlichkeit, n und k - die Anzahl der Bedeutungen
bei diesen zwei synonymen Wortern und C - die Anzahl der gemeinsamen
Bedeutungen ist). Auf solche Weise entsteht die Basis fiir die formelle und
objektive Bestimmung der Synonymie, wobei entsprechende Formel fiir die
quantitative Berechnung der Antonymie noch fehlt.

Als bestimmter Ausweg kann die Anwendung der Formel von S.Berezhan
(1967) fiir die Bestimmung der antonymen Beziehungen dienen. Betrachten wir
das auf dem Beispiele der bekannten antonymen Bewertungsadjektive gut und
schlecht (aufgrund der Worterbiicher DUDEN-UNIVERSAL (1997).

So ist gut in diesem Worterbuch wie folgt beschrieben: 1.'bestimmten
Anspriichen, Zwecken geniigend; von zufriedenstellender Qualitit,
ohne...Mingel' (Ware; Nahrung); 2.'angenehm, erfreulich; sich positiv
einwirkend' (Nachricht; Wetter); 3.'gemessen; verhiltnismiBig reichlich’ (Ernte,
Appetit); 4.tadellos, anstindig; sittlich einwandfrei; auf eine religios ethische
Grundlage bezogen' (Benehmen; Haus; Ruf); 5.jemandem in engerer Beziehung
zugetan, freundlich gesinnt' (Benehmen; Ruf); 6.'nicht fiir den alltdaglichen
Gebrauch bestimmt' (Stube,Anzug); 7.'leicht, miihelos geschehend' (DUDEN-
UNIVERSAL 1997, 644; vgl. schlecht DUDEN-UNIVERSAL 1997, 1326).
Schlecht ist: 1.'von geringer Qualitit, viele Mingel aufweisend' (Ware; Essen ),
2.'wenig schwach, unzulidnglich' (Geddchinis; Gehalt; Esser); 3.ungiinstig,
nachteilig; nnicht gliicklich...'(Zeiten; Lage; Wetter); 4."Moralisch nicht
einwandfrei bose’; 5.'korperlich unwohl, iibel'(s.werden), 6."schwerlich, kaum'
(s.sagen); T.(veralt) 'schlicht, einfach' (s.reden).

Erfassen wir die Sememe der antonymen Worter schematisch. Dabei ist gut:
1.'Qualitit; 2.glinstig; 3.Quantitit; 4.religids moralistisch; 5.freundlich; 6.feierlich;
7.gutgelaunt, frohlich im Geiste'. Thm steht gegeniiber schlecht: 1.'Qualitt;
2.Quantitit (unzuldnglich); 3.ungiinstig; 4.moralistisch negativ; korperlich
unwohl; 6.schwerlich; 7.schlicht.

Wie daraus ersichtlich ist, sind vier Sememe dieser Antonyme
kontradiktorische Gegeniiberstellungen ('giinstig - ungiinstig' usw.) und ein
Semenm tritt als eine kontrastive Gegeniiberstellung auf (‘physisch unwohl - geistig
wohl, frohlich').

Gebrauchen wir diese Grofen in der umgestalteten Formel von S.Berezhan, die
jetzt als A=2C/n+k (2) neuformuliert werden kann, Bei C = 4 ist A (als MaBh
der semantischen Antonymie dieser Worter) 0,57 gleich; bei C=5 macht A ein¢
statistisch relevante Groge 0,71 aus. Die neuinterpretierte Formel kann jetzt in
den lexikographischen Beschreibungen verwendet werden, was bestimmte
formelle Objektivitdt in dem zu schaffenden Bedeutungslernerwdrterbuch

(Czemiwzi, 1997) gewibhrleistet.
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A hypothesis about the dependency of morph-frequenc i

_ y on morph-polyse

discussed and tested on a German sample. It will be shown that thl;aphy%ot)t,lesrirslys;;glls lzg
be correct for affixes and morphs which are used as verbs, nouns, or adjectives. In the
case of morphs which are used as functional words the hypothesis cannot be confirmed.

topical paper
topic area: study in the field of synergetic linguistics

One goal of synergetic linguistics is to construct system-theoretical mod
languages as a dynamic system. Its most impo¥tant axiom is that tl(:cl:s ;))fsltl::llllr?sl
characterised by self-regulating and self-organising control mechanisms which help the
system to adapt to all environmental requirements and to achieve an optimal steady state
This state can never be a final one because the environment and therefore aiso the
requirements constantly change. Besides, this state always has to be a compromise
because of different types of requirements which lead to cooperative and competitive
processes inside the system. Like all systems the language system has a structure which
gbullil_ ullxj by eniities and relations between these entities.
ne of these relations is the frequency-polysemy relation. This relation |
dependency which can be found in differetﬁ arséas vzherc there exists som;%rll'ntﬁi:s gbzzgi;aé
(f)ne or more meanings and having a certain frequency, e.g. the dependency of word-
I:’requency on word-polysemy. Already Zipf (1949:27ff.) has mentioned a dependency
etween frequency and polysemy of words. His idea was that frequency influences the
number of meanings, not the other way round. He assumes that this influence is based on
':lvn c;onomy principle: The actually used set of words can be kept small by using frequent
(l%l;; df to express new meanings (cf. Zipf 1949:67). The models proposed by Kohler
< )s Hammeyl (1991), and Gieseking (1993) treat the influence of frequency on
%’nﬂYSemy as an indirect one: Frequency has an influence on word length which has an
of tgilll;i( c;ln polysemy. On the other hand is a word frequency dependent on the number
Kohler 19 gr%tl)t appears and this number of texts is dependent on polysemy (cf. e.g.
aﬁgist t?; ;10; the onlﬂ kind of cnt:ltics in lagguagc which can have meaning. On the one
there are smaller parts, the morphemes, and on the oth
coirrrég?r?tlons of words, e.g. phrases and ;gntences. e hand there are
g our attention to morphs we assume that the more meani
More often it is used as a part cralt? a word, or - in a shorter way - g manphilias e

the frequency of a morph is dependent on its polysemic potential
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The influence of morph-frequency on morph-polysemy

In analogy to Kohler's approach we can formulate the frequency-polysemy-hypothesis as
the following mathematical function:

5 _&
y x

with y as the frequency of a morph, x as its number of meanings, and G as a proportional
factor. This differential equation has the solution

y=C-x°¢

To test the hypothesis we have to find a method to count the number of meanings and the
number of occurrences of a morph in a language. That has been done for the German
language and with the help of dictionaries.

To get a list of morphs and a list of words where these morphs appear, the CELEX
lexical database was used. In this database the entry for every word is split up into its
morphemes. The frequency of a morph can be easily measured as the number of words
which it is a constituent ofl.

Determining the polysemy of a morph is a much more difficult task. There are no
morpheme-dictionaries where morpheme meanings are written down, except for affix-
dictionaries.

The meanings of affixes in our morph list were counted in the following way: There isa
morpheme register in '‘Deutsche Wortbildung: Typen und Tendenzen in der Gegen-
wartssprache' by Kiihnhold and Prell where affix meanings are notated as indices. The
number of different indices has been taken as the number of meanings.

In the case of the remaining morphs we used a trick. All these morphs can form a word
by themselves. So we have to determine the primary wordclass of these words and look
them up in a dictionary. To do so the morphological analyses of the CELEX database
were used, because every constituent in these analyses is annotated with its basic word
class. In the case of homographical morphs we had to sum up the meanings of both
words.

The word meanings were taken from a dictionary which is based on the "Wahrig -
Deutsches Warterbuch'. This dictionary was built in the project 'language synergetics' at
the Ruhr-Universitit Bochum and the University of Trier. The dictionary contains 96,601
lemmas, but only 10,487 lemmas have been expanded by meaning hierarchies taken from
the 'Handworterbuch der deutschen Gegenwartssprache' which makes it possible to
count the number of meanings of a lemma.

For an empirical investigation of the above hypothesis it has to be proved whether the
equation describes the empirical data. To do so the equation was linearised:

Iny=InC+G -Inx
To make this equation more readable we can also write
L-FREQU = InC+ G -L-POLYSEMY

Linearisation allows us to carry out a linear regression, which is a more reliable method
than a non-linear regression because a non-linear regression can stop at a local minimum
so that a global solution cannot be achieved.

To improve the goodness of fit the data was weighed. That has been done by weighing
every x/ j-pair by the number of values of which ¥y is a mean of. By doing so, it can be
made sure that ranaways do not disturb the result and that the resulting curve approaches
the largest part of the data by neglecting parts with less data density.

1 Morph-frequency can also be measured in text. It does not make a big difference because text frequency
and word frequency of morphs are positively correlated (cf. Krott 1997)

62

el -freque; - emy

The frequency distribution of the polysemy-values in Fig. 1 shows that weighing the data
is an important issue for our investigation. In the sample 95% of all morphs have at a
maximum 8 meanings and 8 is just 20.5% of the possible 39 meanings. Therefore it is
more important that the resulting curve approaches the mean frequency of morphs with a
polysemy-value of e.g. 2 than that it approaches the mean frequency of the only one
morph with 39 meanings.
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Fig. 1: Frequency distribution of the morph-polysemy (part)

— G R2 Sign T
[3.22460 |1.15072 [0.65107 |0.0000

Table 1: regression of the function L-FREQU = InC+ G -L-POLYSEMY

The result of the regression analysis is shown in table 1. The value of the determination

coefficient R? shows that the fit is fairly good. But the significance niveau t lies under
0.00005. T is not very reliable in the case of big sample sizes like this one, but it can be
interpreted as a hint that the variables of the linearised model are linearly related. This
assumption is also supported by the optical impression of fig. 2, which shows the sample
data and the non-linear function estimated on the base of the sample. The curve follows
the data especially in the part of small polysemy-values presenting the largest part of the
data. The spreading of the data points increases with rising polysemy-values.
It is conspicuous that morphs with one meaning are exceptionally frequent. This relatively
large value can be put down to the fact that there are a lot of affixes in this morph-group
which have just one meaning, but which are very frequent. These were or still are
productive affixes (e.g. -s: 1815 occurrences; -ier: 915; -keit: 801). Their productiveness
may be an effect of their transparency, i.e. people like to build new words with the help
of affixes which are unambiguous so that the meaning of the new word is easy to
understand,

f ‘:’e assume that the polysemy-frequency-relation exists, we have to find a reason why
R® is only 0.65. A possible explanation for this is the lack of data homogenity due to the

ifferent types of morphs. We have already seen that morphs with one meaning are
mostly affixes and that they seem to behave in another way. It is also possible that the
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The influence of morph-frequency on morph-polysemy

measurement of the morph-polysemy is insufficient. The unusual way of measuring the
number of meanings on the base of word meanings is also a reasonable source of error.
But it is difficult - perhaps even impossible - to find another method.
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Fig. 2: The dependence of morph-frequency on morph-polysemy

We should not forget that determining meanings of affixes and of those morphs which are
used as function words is problematic and that these types of meanings are totally
different from those of nouns, verbs, or adjectives.

Because of all these reasons morph types were examined separately. The remaining
morphs can be divided into classes by considering the annotations of different word
classes in the CELEX database. Table 2 shows the results for all classes, except for
numerals, determiners, and interjections whose numbers did not allow a regression
analysis.

]

ncy on morph-polysemy

least not in the sense we understand meaning in the case of nouns, verbs, and adjectives.
We cannot solve this problem here, but we have to emphasise that there should be a
reconsideration of what the meanings or functions of such morphs really are and if there
should be a difference made between morphs which are used as function words and
morphs which are used as nouns, verbs, or adjectives. Maybe they cannot be treated in
the same way.
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Fig. 3: The -dependence of morph-frequency on morph-polysemy (nouns)
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morphtype | A B - |RZ §ign T
moan | 4.0029 [0.98843 [0.92105 [0.0000
adjective 3.75433 |0.92173 |0.79888 |0.0000
verb 4.03457 | 1.01888 |0.95774 |0.0000
pronoun 7.60899 [-0.1066 |0.00959 |0.7621
adverb 9.15024 | 0.21087_|0.02513 |0.5726
preposition 10.8281 | 0.82224 |0.28052 | 0.0238
conjunction 1.79472 |-0.0630 |0.00935 |0.7904
affix 45.2013 |0.80148 |0.67289 |0.0000
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Table 2: regression of the function L-FREQU = InC + G-L-POLYSEMY - different morph
types
Because of the high values of R? the hypothesis can be accepted in the case of nouns,

adjectives, and verbs. Affixes build a class for themselves. This can also be seen from
Figures 3 to 5. In the case of pronouns, prepositions, conjunctions, and adverbs the

hypothesis cannot be accepted because of the value for Efz )
These results lead to the assumption that morphs which are used as function words
worsen the overall result. Maybe we should not speak of meanings in those cases at all, at
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Fig. 4: The dependence of morph-frequency on morph-polysemy (adjectives)
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Fig. 5: The dependence of morph-frequency on morph-polysemy (verbs)

In the case of affixes, the results of the regression analysis support the hypothesis about
the dependency of the morph frequency on the morph polysemy. The t-test shows that
after linearisation the dependency is a linear one. The t-test is more significant in this case
than in the case of the whole group of morphs because the set of 183 different affixes is
relatively small and the t-test is more meaningful for a small number of data. Fig. 6
shows the data and the resulting curve for affixes. A morph polysemy over 7 increases
the spreading of the data points, but this is just 10% of the whole sample.
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Fig. 6: The dependence of morph-frequency on morph-polysemy (affixes)

As a conclusion we can say that the existence of the dependency of morph-frequency on
morph-polysemy has been confirmed, at least for affixes and morphs which function as
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nouns, verbs, and adjectives. In the case of function words further investigations are
necessary. :

But after all another small part of the language system has been illuminated, which is
another step on the way to a language theory able to explain language phenomena.
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RUSSIAN WORDS "RUSSKIY" AND "SOVETSKIY":
SEMANTICS OF NOUN AS AN OBJECT OF QUANTITATIVE ANALYSIS

OF ITS ASSICIATIVE FIELD
Vladimiv A. Dolinsky, Ph.D.

V. Dolinsky, Moscow State Linguistic University.
Department of Applied and Experimental Linguistics. Docent.
129345, Moscow, Ostashkovskaya, 9-2-98. Russia. Tel.: (095)

475-8384 . E-mail: nalimov @ Nalimov.home .bio.msu.ru

What Russian word "RUSSIAN" means for Russians? Free
associations obtained both from Moscow students in 1990th,
from Moscow children in 1980th, and from adults (mixed gro-
up) in 1970th, are regarded in quantitative measurement . Al-
so test data for "SOVETSKIY" are presented.

PROJECT NOTE.

applications of methods from guantitative linguistics
to problems of psycho- and sociolinguistics, philosophy and

culture. Methodological problems of sampling and test theo-

Ty .

semantical analysis of Russian words "RUSSKIY" and "SO-
VETSKIY" is based on distribution of responses to these

words as stimuli in word association tests.
Three massives of this collection have been obtained
from subjects representing different linguistic communities:
1. Associative fields from experiment conducted by aut-

hor with Moscow students in 1991-1994 (Massive MSA). Number

of subjects is 1010.
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2. Associative fields from experiment conducted by
author with russian children 6-7 years old in 1987-1988
(Massive D). Number of subjects is 200.

3. List of associations obtained by A.Leontyev from 16-
-50 vears old speakers in 1977 (Massive L). Number of sub-
jects is near 250 (Data are partly - without tailes - pre-
sented on tables 1 and 2).

Each of informants gave only one response to the each
word-stimulus. Mother tongue of all subjects is Russian.

Collection of associations will be of interest to the
researchers in the field of verbal learning and verbal beha-
vior. This research provides comparisons among these diffe-
rent sets of associations that point up consistent differen-
ces among groups of subjects residing on the same region
(space) but not on the same cultural-linguistic field (time
and age).

Changes in the meaning of stimuli over time play some
part in the changes observed, for instance changes in frequ-
ency of responses (such as "Jew", “Slav", "German", "Georgi-
an", _“Chechen", “Chukcha", “Tatar", ‘“Frenchman", etc.). Of
Special interest is the possibility to monitor the dynamics
of change in the associative potential of words in relétioh
to the age of respondents.

The possibility to analyse semantic characteristics of
lexical units using data of psycholinguistic experiments by
the methods of quantitative linguistics without ad hoc logi-

Cal ) .
hYPotheses is of great intevest too.
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ASSOCIATIVE FIELD

"RUSSKTIVY"

Table One

Massive L

Massive D

Massive MSA

S = 232 S = 200 S = 1010; N = 923
40 yazyk 79 soldat 147 yazyk
36 chelovek 63 chelovek 139 chelovek
12 narod 7 narod 33 yevrey
10 kazakh 6 flag 29 muzhikx
€ n’em’ec 5 Leninx 23 narod
7 les zv ’ezdax 17 kharakter
6 n’em’eckiy 4 d’ad’ax 16 rodnoy
sovetskiyx 3 domx 12 nazionalnost’
5 yevrey tankx 11 Ivan
inostran’ec 2 zeml’a nash
nazionalnost’ mal ’chik 10 patriotx
4 rvusyl mashinax 9 slav’aninx
ukrain’ec samol’otx. .. va
francuzskiy 8 Rossiyax
kharakter dukhx
3 velikiy n’‘em’ec
naukax pasportx
svoy sSvoYy
slovar’ 7 nerusskiyx
francuz uzkiyx
2 Ivan 6 velikiy
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drug
inostrannyi
kitayecx
pisatel’
poet

yodnoy
soldat

khoroshyi...

gordost *x
dom
durakx
dushax
n’em’eckiy
gruzin
pisatel’
blondin
kvasx
prostoyx
svetlyi

chukchax .

ASSOCIATIVE FIELD

Table Two

"SOVETSKTIY"

Massive L

Massive D

Massive MSA
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S = 228 S 200 S = 1010; N = 902

69 chelovek 87 soldat 137 chelovek
20 Soyuz 28 chelovek 106 pasport

13 nash 13 zv'ezdax .85 soyuz

11 narod 12 Soyuz 43 grazhdanin

7 pasport 9 flag 25 sovokx

& antisovetskiy 7 Leninx 21 narod

S inostrannyi 3 Moskva 20 stroyx

4 grazhdanin drug 18 obraz zhiznix




zakon rodina 16 krasnyi
socialisticheskiy strana 15 plokhoyx

3 krasnyi 2 Kreml % flag
rodnoy boyec 12 rayon
khoroshyix domx 9 nash

s go;od* voin 8 diplomatx*
gumanny i gevrb 7 sovkovylx
kovabl "% narod 6 voin
luchshyi serp 1 molotx... otlichnyi
otvetstvennylx* russkiy
otlichnyi 5 proshlyi
patriot soldat
patriotizmx gerb
russkiy 4 gimnx
sovetskiy durakx
uchonyi... zakon

patriot...

¥ -« this sign markes responses with frequency zero in both

other massives;

s (N) - number of sub jects (responses )

The concept, i.e. the generalised image of a word, is

made up of several Gestalten that vary in different langua-

ges as they vary the world pictures of their speakers Jjust
like pictures in children’s kaleidoscope.
Analysis of associative fields serves as a means of re-

vealing obJjective semantic characteristics of linguistic

72

units and is indispensable source of information on language
-cultural archetypes.

"The method of dividing the field of thought by means
of language variability (diversity) has been little tested
as vet, but it does not become less possible or important
because of it. However rich and fruitful a language might

be. it i - . . .
i is never possible to imagine the real sense the sum
2

total of all integrated characteristics of a word denoti
’ = ng

a non-physical object, as the definite and final value"
(W.von Humboldt).

The main linguistic unit, a word, is regarded as embo-
died in its associative field - an image of unclosed, orded
in hierarchy, specific multitude of other words connected
with given one by associations inherent to subject and cul-
tural-lingual society (group).

The associative field of a word serves as a key to
revealing its sense. To understand a word means to set
a weight function assigning different values to various sec-
tions of the associative field, or ranging different associ-
ations according to their force, stability, frequency, etc.
Recurring connections between words are reproduced in cogni-
tive and communicative processes, thereby fixing themselves
into meanings in language and culture.

Dolinsky V.A. 1993. A model for word association // Eu-
Topean MatHematical Psychology Group, 24-th Annual Meeting.

MOSCOW

Doli
linsky, V.A. 1994. Moscow Students’ Word Associations
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sSummary

The paper shows one of the possible ways how to deduce the
zipf formula by means of stochastic construction. The
probabilistic interpretation of rank and a simple distribution
function for measure of usage of words are suggested. The issue

takes the form of Mandelbrot’s correction of Zipf.
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on the Probability of Probabilities
Some notes to stochastic approach to the Zipf formula

/preliminary version, to be precised in details and conclusion/

Jan Krdalik

The empiric tendency as expressed by the famous zipf formula
was often referred to as a law, and, at the same time, it used
to be criticized by a statement that it does not possess the
character of a law, but of an empiric formula only.

First algebraic expressions, as published by Estoup (1916)
and Condon (1928), has been based on the optical similarity
between the curve describing the decrease of word frequencies and
hyperbolic function. Because the conception of rank of decreasing
frequencies does not represent any real variable, but a mere
practical issue of ordering, main authors of quantitative
linguistics (as, e. g., Herdan 1960) refused to accept the rank-
frequency curve among other statistical laws. Such strict point
of view excluded any consideration of the Zipf formula from the
probabilistic point of view.

In this paper I should like show one hidden possibility of
the purely probabilistic reading of the Zipf formula. Or,

following the sequence of considerations, I should like show one

of the probabilistic construction of this formula,

possibility
so that it could be involved among other statistical - and may
be also natural - laws.

*
The simple re-ordering of any items according to

decrease of their frequ
investigation of natural events. It

journalistic presentation of statistical data.

hidden interpretation still remains.

The re-ordered sequence of items helps show,

probability of occurrence is more
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encies is far away from usual statistical
is much more close t©

In fact, oné

whiCh

probable and which one is les®
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probable. In other words, the re-ordered sequence of items
represents an expression of how their probabilities of occurrence
are distributed. In this, the well known regularities are found:
on the level of words, e.g., the majority of different words
possess the frequency 1 and/or 2 in any text, which refers to the
lowest probabilities. And, on the other hand, we never face more
than one word with the first, second etc. - highest frequency.

Generally: the minimum of words possess the highest
frequencies referring to highest probabilities, and great deal
of words possess the lowest frequencies referring to the lowest
probabilities. The space between these extremes is structured
sequentially. The un-regularities and inversions are much more
exceptional, than they were rule.

The described tendencies occur in nearly every observation
and their character does not change. The more: general character
of the observed tendencies, whether it already was, or was not
expressed by any empiric formula, shows that there should exist
some more general and more commonly applicable distribution of
probabilities not only for lexicon, but also for some other
fields, which are results of human activities.

The following consideration about the distribution of such
Probability of probabilities will lead directly to an interesting
Stochastization of the Zipf formula. To make the explanation more
Clear, I shall substitute the term "probability of a word" by the
"measure of usage of a word".

The measure of usage of a word can be easily acknowledged
38 a random variable. If no transformations are being used, the
méasure of usage of a word takes values between 0 and 1. The
dlstribution function of such variable ¢ i
E 1s, as usually,

Ssed by

F (x) =P (&< x) (1)

T . . .
he supplement of the distribution function in the point x
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is then:
N (x)=1-F (x ) =P (& =2 x ) (2)

N(x) expresses the probability that the measure of usage of a

word is equal or higher than Xx.

*

This probability has its real representation 1in every

frequency dictionary oOr frequency list by the ratio:

number of words with the measure of usage

equal or greater than X ry

N ( X ) = =======-sm---==s--=-=-c--cco-ooommmommmomnnns = === (3)
number of (different) words v

First, let us consider the beginning of the frequency list.

For any x, the number of words with the measure of usage which

is not lower than x, is equal to the rank number of the word, the

measure of usage of which is not 1lower than x. Then,
subsequently, it can be written

N (x)=1-F (x) = Iy /v (4)

where r, is the rank of the word, the measure of usage of which

is equal or greater than x.

Second, let us consider the ending of the frequency list.

Following the reversed direction within the word list, there are

long intervals of words, the measure of usage of which is equal

to 1, 2, 3, etc. In such situation, a non-statistical ordering

of words is used by application of alphabetic order. Because of

this, from the point of view of probability, the rank is random

within such interval. In fact, not only theoretically, even

within such intervals the measures of usage of words differ. In

the case of a single frequency list, however, they are projected

into the same integer, as represented by frequency 1, 2, 3, etc:

The fact, that we are not able to differ finely enough and
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to establish the rank numbers properly according to the real
measure of usage, does not mean that there exists no usage
ordering at all. If many frequency lists would be confronted. or
great corpora analyzed, there would arise not only theoreti;al
but a real chance to distinguish between any two words as t;
their measure of usage. And, subsequently, it would be possible
to establish their different probability rank.

Therefore, the above introduced equation (4) could be also

applied (or, it should hold also) at the ending of the frequency
list.

*

Simi
milarly, the real representation of x is known and it can

be f i icti
e found in every frequency dictionary or frequency list too, for

X in the form of the ratio

gumber of occurrences of the word
with the measure of usage equal to x bl

number of all (current words 1%

| Here again, as the rule, at the beginning of the frequency
list x is obviously different for different words, and, at the
ending of the frequency list x takes the same value for many
words. And again, this empiric knowledge is the typical case of
the single frequency dictionary or single frequency list only.
More general view, which would deal with many frequency lists e.
9. within corpora, would be able to distinguish each
Corresponding value for each word as finely as requested.
Using the introduced points of view of representations of

N
(x) and x, we could write

re /V=1-F (f,/N)

F(fx/N)'—'l—rx/V (6)
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The question concerning the explicit form of the function
F(x), which appears now logically, opens an endless space for
sophisticated suggestions, hypotheses, estimations or subjective
trials, as an answer.

The following one of them may correspond with thousands of
experimental observations, which have been described and
expressed with the help of the famous Zipf formula, wmore

directly, than some others.
If we admit for the distribution function (1) the following
form of power function
F (x)=E . x" (7)
for x € <0;1>, E, w being constants. Then, after some algebraic
steps, having used the above mentioned equation (6), we can get
f, = const. ( r, + R )™ (8)

for f, = frequency of the word with the measure of usage x, where
r, is the rank of this word and const., R and g are constants.

This expression equals to the well known correction of the
zipf formula, as empirically suggested by Mandelbrot (1954)
according to other empirical observations. Here it has been
deduced by purely stochastic considerations, however, with the
help of one presumption (7) only, concerning the distribution of
probability of probabilities.

I do admit that it does not sound well to speak about
probability of probabilities. But, may be, there was not other
reason but just the un-elegancy of this expression which caused

too small interest of linguists to think of it and to deal with

it in order to try one of the ways how to stochastize the Zipf

formula.

G.K. Zipf’s conception of language as
an early prototype of synergetic linguistics

Claudia Priin

pruen@ldv01.unj-trier.de
FB II, LDV/CL, Universitit Trier, D-54286 Trier

Topical paper

= . ‘ Abstract
T ; E;l::; pre;scn;ls a collgcnon of linguistic hypotheses from the work of G. K Zipf (1902-1950)
rprets them as belonging to a systemic concepti ren .
: ngil . ption of language. Frequen f linguisti
units as the central concept is linked with the units’ size, age, polylexy se;antiiys;e:ilg?yUIZEg

degree of crystallization. Th i i
: - The economic constituency principle affects t isti inguisti
units and the order parameters of linguistic levels. ? ¥ ne characteristics of linguisti

0. Introduction

gi(:*;goencK:]?iggsl'llfyh iié)f, born 1902, is most famous for his ranked distributions which
] come across one time or the other. What h i i
oblivion is his view on langua i : 868, ot ot Lot
_ ge that forms the basis on which these distributi ‘
meaningful. From his publications betw i imely death in 1650, 1 b
. een 1929 and his untimely death i
tried to reconstruct his linguistic h i ? ery so0m T found e
ypotheses apart from his curves. V.
what was assembled there, corres e coamgice. sl
. - ! ponded to what we now Inguisti i
his systemic view was quite consistent. “oi s symergetics, aud that
What I want to present here i i
- Is a central part of Zipf’s linguistic concepti
‘ : | ception, toget
with a few annotations and the evidence of systemic consistency in this conci;ption Betler

1. Frequency as the central concept

%;I;f:; :frzlzis;fpulb;lzcg)twf vlztielzlirs tilct titl;:1 “Re:gtive Frequency as a Determinant of Phonetic
NSy & Ce,mral to. piil :1l<0 ﬂ;;fghg:t I?Ieplgonologmal hypotheses here, but relative
Who uses his tools for different tasks The'numb:;n g? r:osolt? ) t;?: ¢ sdialized desion fo
s : s , their speciali i
;::fl)lrl; ;ﬁ?zs,dthe s1ze'of the tools and their (_iistance from the workplaccl: — al?ecfe;::cllggnfg;
e invemofr:i acc;o;-f:lmg_ to the frcquency with which any task has to be acheived. Similarly,
e es o0 m%ul_stlc }m;ts are structured according to the requirements of language
Bt feamr;quenfcy o l_mgu.lst'xc units thus regulates their size, age, semantic specifity and
Freque s of the linguistic system as well as the economy of usage regulates the
nCy structure (rank-frequency distribution) of the units on one linguistic level




2. Size of linguistic units

What Zipf says with respect to sounds is, that the size of the linguistic unit depends strongly
on its frequency of use: “Principle of Frequency. The accent, or degree of conspiciousness,
of any word, syllable, or sound, is inversely proportionate to the relative frequency of that
word, syllable, or sound, among its fellow words, syllables, or sounds, in the stream of
spoken language. As usage becomes more frequent, form becomes less accented, or more
easily pronounceable, and vice versa” (Zipf, 1929: 4). For example, it can be shown that
strong increase in the use of some sound, e.g. induced by increased use of some affix that
sound is weakened and sound shift is triggered (Birkhan, 1979). Also well known is the
relation of word frequency and word length (e.g. Kohler, 1986). The relation is inverse:
when a unit’s frequency grows, its size — however that is to be measured — decreases, and
vice versa (Zipf, 1930). We indicate this by a minus sign in the graph. One reason for this
relation is economy of language production (minimization of production effort, minP). But
the less frequent units which carry more information have to be made more conspicious —
larger — in order to be transmitted safely. This maximization of conspiciousness (maxC)
requirement, as we call it following Zipf (1929, 1932 etc.) is obviously antagonistic to
minP. The simultaneous working of those two “forces” leads to a dynamic equilibrium

between frequency and size of a linguistic unit.

3. Age of words

Since the notion of age seems only sensible for words, we will limit ourselves to the lexical
subsystem for the moment. Zipf (e.g. 1949: 111) found that among the most frequent words
there are also the etymologically oldest words. The ratio of younger words increases with
decreasing frequency. We indicate this by a “+” for the balance relation between word
frequency and age. Frequent use stabilizes the existence of words and prevents them from
disappearing from the lexicon. We will therefore introduce the system requirement Stab. On
the other hand, the requirement of adaptation Adap leads to the introduction of new words
and decay of old words, but obviously the effect of adaptation is stronger where words are

less frequently used.
The exact mathematical form of the relation has been developed by Arapov (Arapov &

Cherc, 1983), much later, but it confirms Zipf’s previous hypothesis. We also see that older
words tend to be shorter than longer words, the inverse relation indicated by the “-” sign
between word size and age. This is consistent with the indirect relation via frequency,
because if we “collect” minus and plus signs and multiply them, the resulting sign on any
path between two system variables should be the same. :

4. Semantic aspects

4.1. Number of word meanings

In Zipf’s view, the meaning of a linguistic unit corresponds to the functionality of a tool in
the artisan’s workshop. The artisan wants to use a small number of different tools as often
as possible, to have an economical workplace and not so much changing of tools — i.e. the

unification tendency “all functions on one tool”. Witho ress

seani e . ut specifying the exact
“rgq:lrier?;g:l tihgnll;a('?h to fthe unification tefxdcncy here, let us introduce the unit“fz;ttfomn
more frequently the.wo er; ore the number of meanings of a word will tend to be larger, the
can differentiate best rh " }Jsed (e.g. see Zipf, 1949: 27ff.). On the other hand, the héarer
resulting in the divers?ht’" AL Al when every meaning is conveyed by its own signal
e e introduc'l lcaufcli]' ( every functlon.lts own tool”) of words. Again let us cu;
¢ epliced I3y [Some Ilﬁlggzisti éV:;:glI;alrlgnugfgu1rement.” Divs which will of course have to
forces of unification and diversification regults; ;?16; tciilzzlelogtiurilql?ljrillirrlg ar(:etl 0».f the antagonistic
frequency and number of meanings, indicated by the “+” sign ation between word

4.2. Specifity

ir; ?I;xeant_ltatlve l'inguistics liter‘ature we often come across “specifity”, quantified in numb
of me :Smtrlllgai Zipf also sometimes seems to understand it as that. But by careful readin ellt‘
eggressmn for; shc;L:il,d keep specifity apart from polylexy, as Kéhler (1986) coincdgihe
el word hsl number of meanings. Specifity is rather a question of level of the
e o 51 grli/ist(ilzc; x;:e:sr}d A;trnan;[,h 1993) and we should therefore not investigate
' 1ons but of the notions expressed, of i
= ' 1S €Xp , of the meanings themselves.
e f v gfs:rlslt(;tna:;ivare c;f the n'e.cessxty to defme specifity seperately for the cogm'gtive level ;it
oas: 1 ng of cognition as functional classification of sensory experiences (2' f
5 28 ff. and 1949: 106ft.) implies this conception. o
" useg il:gﬂl:;t;cdli?fxt is :nore frequent, it (or rather, its meaning) is not so specific: it can
erent contexts, while less frequent uni i .
A ' : q units have more specific meanings.
interl;r\;l;tfl:;st;:fl:'rlmgsil.dt fib;:)ut Ispt:;nﬁty, frequency and size of linguisticpunits can alsogbse
1stic levels themselves, or as relati i
AR o i ] ons among their order parameters
guistic levels, the most frequent uni :
small in size and are rather unspecifi i ; i e i A P
_ pecific as to their meaning (no s ic “meaning”
course they are functionally classifi i o ferontiion ficriom. o
. led as to their meaning diff iati i
e g differentiation function and
s). Word, sentences, or texts appear less frequent, are larger and denote much more

p I 1 . ' ,

5. Degree of crystallization

The s i iZi
N ytsotgigcmz.ltlc Za.spfect, and the economizing effect of the constituency principle is another
in Zipf’s work. The more frequently a linguisti it i

B ystallloog it Bty o : - y mguistic unit is used, the more
. That means, its subunits are more st I

S aceoss this peons rongly attached to another. We
ss when morphemes that hav i i

- . . e once been lexical units end up a

acrosss’t horl'wher.l gtrong]y crystallized syntactic units are identified as idioms. But agrzlinS

2 vl e linguistic levels, wo.rds are more strongly crystallized than phrases, phrases aré

tenstor i: mean — more c'rystalhzeq than sentences of texts. Again the relation er,nerges in the

etween unification and diversification “forces” (most generally said). Moreover

What is more i
strongly crystallized ifi : o0
the «_ sign, gly tends to be less specific, an inverse relation indicated by
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As with specifity, we can interpret this system element as an order paramefer of
linguistic level as well as a characteristic of linguistic units.

6. Combination of linguistic units

Another important order parameter is of course the number of units in the inventory of any
linguistic level. It stands in close connection to the overall specifity and the order of
magnitude of size and freugency of the units on this level. The constituency principle leads
to ever growing inventories, frequencies, SIZes, specifity etc. when we move through the
levels from low to high. (Of course every system element or characteristic has to be defined
seperately for every level, if it is to be measured, but such was Zipf’s idea of language.)
We introduce the inventory size here, though Zipf (1949: 67ff.) only has the principle of
“inventory minimization” .

Zipf (loc.cit) again considers frequency to be the driving power behind the processes of
combination. He supposes that the more frequent a lower level unit is, the more different
higher level units it will be part of, which in turn will tend to be larger, be used more
frequently and are probably more strongly crystallized. The low specifity of the unit is
prerequisite or even the cause for it being used so often in more specific higher level
expressions.

The assumption of stronger crystallization with more frequent constituents can easily be
shown on the example of German verbal prefixes. While the most frequent prefixes are
inseparable, only less frequent prefixes can usually be separated from the verbal stem (Zipf,
1935: 148).

What is also clearly correct, is the growing construct size with the growing constituent
frequency. Today, we attach growing construct size to decreasing constituent size, but
obviously on all levels unit sizes grow with decreasing frequency, resulting in the relation
that Zipf assumed. It is well established under the name of «Menzerath’s Law” (for a
bibliography, see Priin, 1994).

In assuming that construct frequency will tend to grow with increasing constituent
frequency, Zipf seems 10 be mistaken, though. This is certainly not tru€ for levels of
immediate constituency, as we can see simply from our graph, which becomes inconsistent.
Any path between unit frequency and unit size on one level should yield “-”, but this path
results in a “+”. In addition, it is problematic because of course units of high freugency are
usually combined with rarer units, and the constituents’ frequencies probably don’t much
influence the construct’s frequency. (We too do not know if we are to measure the
constituent frequency in a text or e.g. its occurence in the higher level inventory.)

The first mentioned implication, participation in a greater number of different constructs
with increasing frequency is accounted to the units’ small specifity. We suspect, though, that
here the mathematical form needs not be monotone, as with the other relations, depending
on measuring and on functional aspects of the Jevels and units concerned. This is still open

to statistical testing.

7. Conclusion

We have now limited ourselves to only a part of Zipf’s linguistic hypotheses. We can s€€
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void any direct knowledge of probability distributions. Such statistics have the

ability to predict stochastic language behavi i i
avility 1o predict stoc guage behavior as if the underlying probability
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Royal Skousen, “Natural statistics in language modeling”, page 1

The crucial problem in analogical descriptions of language is to locate
heterogeneity in the contextual space. One of the major innovations in Skousen 1989
and 1992 is the notion of a natural statistic. Traditional statistical tests require
knowledge of either the underlying probability distribution for the test or
a distribution that approximates the underlying distribution. Unfortunately, such
tests are mathematically very complex and completely unsuitable as psychologically
plausible models of decision making. A natural statistic, on the other hand, avoids
any direct consideration of probability distributions, yet has the ability to predict
stochastic behavior as if the underlying probability distribution is known.

Two natural statistics have been discovered thus far. The first natural statistic is
based on the rate of agrcement, which derives from a quadratic (not a logarithmic)
measure of uncertainty. The decision rule for determining heterogeneity is a very
simple one: maximize the rate of agreement. This decision rule is a very powerful
one, with a level of significance near one-half. Smaller levels of significance (at 0.05
or less) can also be defined in terms of this statistic, so the test can be made fully

equivalent to standard statistical tests.

The second natural statistic is, on the surface, an incredible one in that it
eliminates the need for any mathematical calculation at all. By simple inspection,
all cases of potential heterogeneity in the contextual space are eliminated. This
test represents the most powerful test possible: any context that could possibly be
heterogeneous is declared to be heterogeneous. The decision rule for this statistic
is extremely simple: minimize the number of disagreements. Such a powerful test is,
of course, completely contrary to all standard statistical procedure, but by adding
the concept of imperfect memory, this natural statistic gives the same basic results as
standard statistics. In fact, there is a direct correlation between imperfect memory
and level of significance: the more imperfect the memory, the smaller the level of
significance. We always use the most powerful test based on minimizing the number
of disagreements, but test at a more typical (that is, smaller) level of significance by
randomly selecting only a small fraction of the data. In other words, a “statistically
significant” relationship is one that holds even when most of the data is forgotten.

In this paper I will develop this second (most powerful) natural statistic and apply
it to several statistical problems that arise in predicting language behavior, including

the following:

(1) estimating an unknown probability by assuming that the probability of
remembering a particular occurrence equals one half;

(2) determining the most frequent outcome, again by assuming the same
level of imperfect memory (that is, one half);

Royal Skousen, “Natural statistics in language modeling”, page 2

(3) comparing standard discrete multivariate analysis (as in Bishop

Fienberg, and Holland 1975) with the indirect :
modeling. approach of analogical

Speakc?rs have the ability to estimate frequencies of occurrence, predict which
out(_:m.ne is the most frequent, and use language as if speakers had, determined the
statlst.lcal relationships between various linguistic variants. Within a'psycholo icall
plausn‘ble theory of analogical modeling, natural statistics allow speakers to mgaka ’
Sl'l(:h. Jud.gments without requiring them to posit highly complex statistical )
distributions or to directly calculate probabilities mathematically.
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Syntactic structures: properties and interrelations

(QUALICO 97)

Reinhard Kéhler, Trier

ABSTRACT

There have been few investigations of quantitative properties and dependences of syntactic
units so far, despite the relevance of the syntactic level of linguistic analysis. Existing
theoretical results, viz. Menzerath-Altmann's law (applied to the sentence level), and
empirical findings such as sentence and clause length distributions, have not yet been
integrated into a common explanative model.

In the present paper, a first step is taken towards setting up a set of hypotheses which is
compatible, with respect to its theoretical foundation, with the approach of systems
theoretical (synergetic) linguistics. In particular, system requirements of language economy
are taken into account. By means of empirical data from an English text corpus it is shown
that syntactic constructions and elements follow patterns similar to those of the lexicon and
morphology.

Finally, some consequences of these findings for psycholinguistic research and practical
applications for parsing strategies are discussed.

GRAMMAR
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Title : The French demonstrative particles -ci and -la : linguistic intuitions and statistical

facts.

The French system of Demonstratives includes four couples of units that finish with -ci and -
la respectively, which are the following :

- the verbal forms voici and voila (traditionally, dictionaries and grammars call them either

“prepositions” Or “adverbs" or "presentatives” Of "introducers", but their distributional

characteristics show that they are verbs) ;

- the discontinuous noun determiners ce N-ci and ce N-la ; these are different from the three
other couples by the fact that the demonstrative determiner ce may be used alone, without -¢i
or -/a, while the others are not usable, or do not have a demonstrative meaning if used without

the particles ;
- the masculine / feminine pronouns celui-ci and celui-la ;

- the neutral pronouns ceci and cela.
Almost all French grammars, from the most traditional grammars to the most "modern”
linguistic ones, present approximately the same analysis of the two particles -ci and -/a .

- ¢i defines a proximal demonstrative value, /d a distant demonstrative value ; the "distance"
may be either in space or in time, or in the number of words between the demonstrative and

its antecedent ;
- where ci and [a do not imply any notion of distance, ci refers to a following term, [a to a

preceding one.

Grammars also agree in emphasizing the correlated use of both types, i.e. ce N-ci as opposed
to ce N-la, celui-ci as opposed 10 celui-la, ceci as opposed 10 cela, voici as opposed 10 voila.
Finally they all agree in stating that /a-forms, at least in everyday-speech, are increasingly
preferred at the expense of ci-forms.

The data provided by three large textual corpora (shortly : (1) Maupassant, (2) Proust, 3)
various texts of the period after 1960) do not confirm these statements :

- The -ci forms have not the same relative frequency in all four couples of forms ; the
determiner and the neutral pronoun have enormous amounts of -/a forms and only few
occurrences of -ci forms, while the other two couples show more balanced occurrence
numbers ;

- They do not show parallel evolutions in all couples between 1880 and 1990 ; while voict
seems to become less usual in comparison with voila, the -ci forms take increasing

percentages in the other three form couples ;
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Word order and the principle of “Early Immediate Constituents”

Abstract: Embedded in functionally orientated linguistic modelling and typologic
argumentation EIC seeks to explain word order variation on phrase level in performance
and processes of grammaticalization on the basis of human information processing. By
quantification and empirical testing of EIC driven hypotheses the principle proves rather
plausible although some questions are still to be answered and integration into a wider

linguistic model will have to be accomplished.

The principle of Early Immediate Constituents (EIC) states that the ordering of phrases in an
utterance/sentence is governed by the length of the phrases (Hawkins 1992, 1994) and
constitutes a scientific elaboration of an idea that has been around for quite a while.

Embedded in functionally orientated linguistic modelling and typologic argumentation EIC
seeks to explain word order variation in performance and processes of grammaticalization

on the basis of human information processing.

In previous work by Hawkins (1994), Siewierska (1991) and Hoffmann (1995) it could be
shown by quantification and empirical testing of EIC driven hypotheses that the principle
proved rather plausible in various languages with regard to different syntactic constructions.

First steps to quantify the principle in such a way that it is apt to empirical testing and to
integrate the principle in synergetic models (similar to the one elaborated in Kohler, 1986)

have been taken.
These results incite new questions to study, e.g.:

1. Aspects concerning the mathematical model of the distributions are to be explored: E.g. in
modelling the preference for extraposition of heavy subjects the length of the verbal

phrase could be accounted for.

o. With regard to the ordering of two adjacent prepositional phrases a weighted
quantification should be tested on a larger sample.

3. Which operationalization of "heaviness" should be chosen?

4. As to the question of the linguistic reality of the models' parameter(s) genre-differentiated
texts should be studied in large samples.

5. |s there a way to couple EIC-driven hypotheses about intra-phrase ordering (Uhlitova, to
appear) with EIC-driven hypotheses about inter-phrase ordering?

Furthermore an essential question has to be raised which concerns the principle plausibility
of EIC, i.e. a blind spot in the logical stringency of the functioning of the principle. EIC
implies that the hearer "knows" with the first word of the last phrase of the construction in
question that there are no more phrases to follow. This knowledge allows her - according to
the underlying mechanism that is presupposed - to free working memory from phrase level
information early leacling in turn to relieved information processing. But how can she be sure
that indeed no more phrases follow? This blind spot calls for a modification/enhancement of

—ﬂ.
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Measuring Linguistic Complexity : The Morphological Tier

Patrick Juola*

A standard question in freshman linguistics is “Which language is the most complex,” with related
questions about the various aspects of complexity, typically the ones the student is having trouble
learning. Aside from its armchair interest, it can also be an important typological question, as well as
possibly shedding light on the human brain’s processing of linguistic information. Unfortunately, there is
no accepted method for measuring and comparing such aspects of complexity, and linguists are reduced
to answers based more on politics than on empirical evidence. Morphological complexity, in particular, is
an obvious testbed for any theories about the possibility of getting these measurements; it is intuitively
obvious that some languages (for example, Finnish) are “morphologically complex” while others are more
simple. On the other hand, claims about (e.g.) semantic differences are less intuitive and less widely
accepted.

One of the most comprehensive works on morphological complexity is that of Nichols[4]. In her work,
she develops a measure of complexity based on the number of points at which a typical sentence is capable
of receiving inflection. This is one of a very few, and perhaps the only, attempt to produce a comparative
numerical index of complexity. She further applies this analysis to a sample of nearly 200 languages,
some findings of which are replicated below. It is significant that she does not attempt to justify this
index in mathematical terms, since there is no well-accepted standard against which to compare this. It
is into this near-vacuum, then, that one tries to develop a theory to support numerical validation of this
sort of measurement.

Juola[3] proposes a functionalist approach to this sort of measurement, based on the information-
theoretic concept of “information contained in a sample of text.” The mathematics of information theory
(for more details, consult (1, 7]) can be summarized in the basic idea that “information” equates to the
unexpectedness of a piece of information and the degree to which something cannot be simply predicted
from other aspects of the sample. By examining (translations of) the same text for their information
content (as measured by standard compression techniques, e.g. [8]), one can arrive at an overall measure
of “linguistic complexity” for an entire language, rather than for the small structures measured by [2, 5].

We attempt here to extend this analysis and to determine whether or not smaller-scale factors than
“a language” can be thus analyzed. Restricting attention for the moment to the morphological tier,
we attempt to isolate one factor, the complexity contained at the so-called “morphological tier.” A
morphologically complex language, under this view, is simply one where the information conveyed by
morphological processes contributes substantively to the information conveyed by the entire text: for
example, one where the agent/patient relationships cannot be determined by examination of the word
order.

This complexity can be investigated by a careful manipulation of the morphological information in
a sample. A simple approach to preparing such “morphologically degraded” texts is to replace every
word type with an arbitrarily chosen (random) symbol; this has the effect of replacing the regularities
at the morphological tier with random (unpredictable, and hence maximally “informative”) noise. This
rewriting process will have two main effects. First, information at the phonological tier is irrevocably
destroyed; this results in a net loss of information and corresponding overall sizes of compressed files.
Second, relationships between and among words at the syntactic tier (and above) are unchanged; the
primary effect is to make the prediction of particular word-forms on the basis of other word-forms in the

sentence more difficult; i.e. to inflate the information content at the morphological tier. By comparing
ratios of the information contained in the raw samples with the information contained in the morpho-
logically degraded samples (measured as in [3] by size of compressed text samples), one can achieve an

*Oxford University, Oxford, UK, patrick.juola@psy.ox.ac.uk
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Table 1: Size and information content (in b i
ytes) of various sampl
Language Uncompressed Comp.(raw) Comp. (“cooked”) R/%eﬁatio

Dutch 4,509,963 1,383,938 1

E.ngl?sh 4,347,401 1,303,032 I:ggi’gig gggg
Finnish 4,196,930 1,370,821 1,218,222 1 12
F}‘enc-h 4,279,259 1,348,129 1,332’518 1.01
Maor.l 4,607,440 1,240,406 1,385:446 0 2;95
Russian 3,542,756 1,285,503 1,229,459 1 04

appr;(ﬁcimate numerical measurement of morphological complexity.
is experiment has been performed using similar Biblical
’ s bec . texts to Juola’s. [6] provid i
;i:iac.il:le h;:,gl?s of ‘ti.hl; Bx?le mTa;.l variety of languages and translations, including Du[tc]hpEnélizi nﬁ?ﬁ?}?
. ri, and Russian. The sample taken from each langua, i ‘ ‘ |
: : ge was the entire text of the Bibl
and New Testaments, but excluding Apocrypha), approximately 825,000 words in English b s
megabytes of raw text. S
The results are attached as table 1. As can b i
. ' : . e seen, the resulting r/c ratios sort the la; i
zﬁzto:;f:r (f)f 1'ncr%asmg E:o;;nple;uty) Maori, English, Dutch, French, Russian, Finnish. It isna%:: iisiéz:li
re is significant (phonological) information which is destroyed i ’ .
) yed in the morphological i
pro'cre}s:s,ﬁasdt:,hree gf the six samples actually have their information content reduc?d eical degradation
e findings above are largely unsurprising; few would qui i .
‘ quibble with the statement that some 1
fzeEmo;ehmo?IJhologlcallg complex than others, or that Finnish and Russian are complg:ce ca:ln?s:fji
nglish. However, they provide further evidence in su
' : : pport of the usefulness of Juola’
information-theoretic approach. The iri s anproadh to
} y also demonstrate an empirical and objectiv
. a - e a
dxre';\t;1 .measurement of so.methmg (morphological complexity) previously subjecgive. pproach o the
- is n;et}tl)od olf selecltlvae1 alteration (or deletion) of tiers can presumably be extended to other areas
xample, by selectively altering the syntactic tier, one could imi ;
; ' 3 produce similar measures for the i
;:omplexn;y of a given la.nguagg. Much further work is clearly required, both to refine the tools zzga::llg
o more carefully measure their accuracy, as well as to determine the areas and extent of their usefulness

This work only touches th f; . .
study. : e surface of what may prove to be a very wide-ranging and fruitful area of
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Summary. The assignment of case 10
bilingual discourse is analyzed by varia

peculiarities of the specific language system which produced the noun.

Topical paper in sociolinguistics and syntax.

grammar, wh

Grammatical relations between nouns in any language are expressed by
of case (Blake 1994). Within Government and Binding theory, it has been argued that
some of these grammatical dependencies are structurally determined by a Universal
ereas others are language specific, i.e. inherent (Chomsky & Lasnik 1991).

MULTIVARIATE RULE ANALYSIS OF CASE ASSIGNMENT

nouns of different status in Ukrainian-English

ble rule analysis, Goldvarb 2.0. It is demonstrated
that the factors which condition structural case are identical, irrespective of the languages
involved. However, inherent case assignment pattems differently, owing to the

the category

Structural case is assigned to a noun phrase (NP) according to its position in a structural
configuration under government and can be overtly or covertly realized. Inherent case is

peculiar to a particular language and has to be specified in the lexicon.

In the following paper we will examine the mechanisms of case assignment to
nouns within a bilingual discourse involving languages with distinct case systems. Based
on the assumption that loanwords are fully syntactically, morphologically and (sometimes)
phonologically assimilated into the host language (Poplack 1993) we will expect that they
will obey the rules of case assignment in exactly the same way as their native counterparts,
whereas nouns which are code-switched will retain their original grammar and will not
submit to the same rules of case assignment in the same manner as host language nouns.
We will base our research on two distinct languages, Ukrainian and English, used

simultaneously in bilingual discourse.

English has a three-case system (Quirk et al. 1980). Nominative and accusative are
assigned structurally and remain unmarked!, whereas genitive (or possessive), 18
morphologically marked. Verbs and prepositions are accusative case assigners in English.
The abstract element INFL assigns nominative to subjects, and genitive is assigned by
nouns inherently (Chomsky 1986:194). Quantifiers, numerals and adverbs neither receive a

lwith the exception of some pronouns, which are overtly marked (e.g. me, him, them).

case nor assign it themselves (cf. Haegeman 1992:162). Moreover, there is no case
agreement in English.

Ukrainian? has seven cases (Pljushch 1994). Similar to English, structural
determined cases, nominative and accusative, are assigned in exactly the same way.
However, unlike English, in Ukrainian accusative case may be overtly realized (feminine
and animate masculine nouns). All other cases are language specific and most of the time
have an overt case morphology (with the exception of some plural nouns in genitive).
These morphological cases can be assigned by verbs, prepositions, nouns, quantifiers
some adverbs, as well as an empty category (in case of adjuncts). Finally, unlike English’
every NP head in Ukrainian must establish a case concord with its modifiers. ,

- Our research is based on the data collected by the author in the Ukrainian-English
bilingual community in Lehighton, Pennsylvania (USA), and comprises 36 hours of
natural tape-recorded sociolinguistic interviews with 25 bilingual speakers. For this project
two corpora are employed:3 1) monoli-ngual Ukrainian (1951 tokens) and English-origin
(1637 tokens) nouns, used in the otherwise Ukrainian context. Both were extracted from
the same interviews of the same informants (see Budzhak-Jones (1996) and Budzhak-
Jones (in preparation) for extensive discussion of Lehighton data base).

| All nouns were coded for a number of factors which could have influenced case
assignment. These include: 1) syntactic position, i.e. structural or inherent; 2) case assigner
by feature, i.e. the ability to assign a syntactic and/or morphological case; 3) case assigner
by type, 1.e. verbs, prepositions and other; and 4) case agréement. These factors were then
tested.on their significance in influencing a non-standard case marking, with respect to
prescriptive rules of literary Ukrainian, as inferred from Ukrainian grammars (e.g.
Ukrajins’kyj pravopys (Ditel’ 1993), Suchasna ukrajins’ka literaturna mova (Pljushch et al
1994), etc.). |

The data was analysed by variable rule analysis, Goldvarb 2.0 for Macintosh (Rand
and Sankoff 1990). This is a multiple regression procedure which extracts regularities from
.naturally occuring frequencies in the corpus-based data. It makes an assessment of the
11.1ﬂuence of different factors on a particular choice, and retains the most statistically
significant factors which increase the likelihood of a dependent variant to occur. It is
performed on two levels (Sankoff 1988). The step-up procedure tries to find a single
statistically significant factor-group, and then gradually adds other factor groups to measure
their significance. The step-down solution is based on the reversed procedure, where the

—
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g{kraull.lan l;sﬂ an Eastern Slavic language with fusional morphology.
onolingual English corpus was not included in this analysis, si i
o ; . ysis, since there were only t
okens (see Budzhak-Jones, in preparation). All other cases were structural and null m)z;rlzvcg.possesswe e
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likelihood of the occurrence of the dependent variable is calculated first and then factor-

groups are eliminated one-by-one starting from least significant. Finally, both steps retain

the most significant factors influencing a given choice. If the factors considered in the

analysis are not entirely independent, a one level calculation can be executed, which

analyzes the input of all groups simultaneously.
Based on the case assignment features of both interacting languages, we shall

therefore anticipate that the case assignment to lone English-origin nouns used in the

e Ukrainian discourse, will be influenced by the same factors and to the same
borrowed. English-

otherwis

extent as their monolingual Ukrainian counterparts, if the former are

origin nouns which retain their English grammar, and hence are code-switched, will not

parallel the behavior of native nouns, and will be conditioned by different factors with

respect to case assignment.
The results of our variable rule analysis are shown in Table 1. No
depends on three factor-groups: case

n-standard case

marking in monolingual Ukrainian nouns highly

position, a case assigner’s feature, and its type. English-origin nouns are influenced by the

tors, but not the last one. Moreover, the hierarchy of effect is the same across

first two fac
the corpora. Nouns in both corpora are most likely to receive a non-standard case marking

when the ihherent case is required, and are less so if the structural case is assigned. When

the case assigner has the property to assign both syntactic and morphological cases, the
y of non-standard marking is the highest, whereas when the case is assigned

probabilit
Table 1. Variable rule analysis of the contribution of factors selected as significant to
non-standard case marking in Ukrainian context across corpora.
Ukrainian English-origin
monolingual in Ukrainian
CORRECTED MEAN: .055 .107
TOTALN: 1951 1637
Probability N Probability N
Case position
Structural 310 (1049) .337 (1141)
Inherent 17 (902) 825 (496)
Case assigner (by feature)
Syntactic 262 (467) .400 (453)
Morphological .432 (503) .481 (245)
Syntactic and morphological .653 (981) .554 (939)
Case assigner (by type)
Other 8 Y .339 (197)
Preposition .408 (675)
Verb .619 (1079)
FACTORS NOT SELECTED
Case agreement X
Case assigner (by type) X

syntact%cally only, non-standard marking is the lowest. This is not surprising since both
syntactic and structural case allow most null morphology in both languages.

Cases agreement did not have a statistically significant effect in both corpora. The
type of a case assigner, however, was selected significant only for monolingual Ukraini
noun.s. Since it has been demonstrated that single word English-origin tokens usedl?:
Uk'ramian discourse may be the product of either code-switch or borrowing, depending on
Fhelr overt morphology (Budzhak-Jones, in preparation), we will next examineg the
influence of different factors on nouns with overt Ukrainian morphology as opposed to the
nouns with a null inflection. Unfortunately, the interaction between different factor-groups
when the data was split in two subcorpora (overt and null-marked), prevented us frolr)n
performing a 2-level analysis. Therefore, we had to execute only a 1-level procedure

Table 2 shows that all factor groups which were selected significant for the- entire
corpora (i.e. Table 1), show the same results in both corpora. Moreover, the hierarchies of
effect are parallel across both languages. They differ only with respect to case agreement
but this factor was not statistically significant for either corpus in the previous anal sis,
Moreover, the relative weight between the factors in this factor- group is very small. .

Table 2. Vanable rule analysi ibuti
ysis of the contribution of factors selected as signi
non-standard case marking of overtly inflected nouns acros:iglrggi‘g.ca e
Ukri;inian English-origin
CORRECTED MEAN: RSCYS ST
OTALN: 1640 803
Weight Isgp}]th& N Weight  Input & N
Case position = Welgh
ISI:hme(I:'(l;lrlll?l .349 .03 (787) 431 .07 (455)
B i .640 .10 (853) .590 12 (348)
Syntacstilgner (by feature) )
. 224 .02 (337) 314
Morphological | 449 .05 (472) | 467 08 83(6);
o Syntactic and morphological 650 .10 (831) | 573 12
a\s}e l?SSIgner (by type) . . @
erb .593 .08 (870) 560
Preposition 397 .04 (609 B 07 8@
Cace aareement 3 .04 (162) .287 .04 (40)
Agreement required 555 07 (604
. . ) 455 .10
—_Agreement free 468 05  (1036) ; .525 .07 %?8

The influence of different factor-groups on case assignment of null marked nouns is
shown in Table 3. The results are quite different. The two corpora are influenced by the

: : :
ame factors in the same manner, only with respect to case position. In all other factor-

groups not only is there a considerable difference in the probability of occurrence of non-
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standard marking, but also the hierarchy is different within each factor group. This 1s
important evidence that null marked English-origin nouns are not assigned case in the same

way as their native counterparts, and therefore, they may be code-switched.#

Table 3. Variable rule analysis of the contribution of factors selected as significant to
non-standard case marking of nouns with null morphology across corpora.
Ukrainian English-origin
monolingual in Ukrainian
CORRECTED MEAN: .016 : .159
TOTALN: 311 834
Weight Input & N | Weight Input & N
weight weight
Case position
Structural 239 .00 (262) i 195 .04 (686)
Inherent .998 .89 49) .999 .99 (148)
Case assigner (by feature)
Syntactic .380 .01 (130) 513 17 (303)
Morphological 138 .00 (€2)) 424 12 (69)
Syntactic and morphological .690 .03 (150) .503 .16 (462)
Case assigner (by type)
Verb 727 .04 (209) 461 .14 (651)
Preposition .099 .00 (67) .567 .20 (165)
Other .165 .00 37N 962 .83 (18)
Case agreement
Agreement required 468 .01 (136) .509 .16 (284)
Agreement free .525 .02 (175) 496 .16 (550)

Note, however, that nouns in both corpora are almost categorically non-standard in
the position where an inherent case is required. We, therefore, performed one more
analysis excluding the case position from consideration. This eliminated the interaction
within each subcorpus, and allowed us to execute a binomial procedure. The results are
shown in Table 4. Nouns with overt Ukrainman morphology irrespective of the word’s
origin are assigned case within the Ukrainian context in exactly the same manneft, and 1t 18
significantly conditionied only by the ability of a case assigner to assign case. Nouns with
null Ukrainian morphology ar€ conditioned by two factor-groups. With respect to casc
assigner’s feature they show exactly the same pattern, whereas with respect to the type of a
case assigner they differ considerably. This may be taken as evidence that our null marked
English-origin data are not monolithic by nature. Some nouns in this corpus may be
borrowed, whereas others may be code-switched.

To conclude, we have demonstrated that in bilingual discourse nouns show the
properties of the grammar by which they were generated. Both native and borrowed nouns
are conditioned by the same factors and in the same manner. Code-switched nouns differ

4 gince we do not have evidence of the behavior of monolingual English nouns with respect to case
pitely the product of code-switching.

assignment, we cannot conclude that our English-origin nouns are defi

Table 4. Variable rule analysi 1
ysis of the contribution of fact ignifl
Variable e ' ors selected as significant t
Tonton case marking of nouns across corpora, excluding the case X
Ukrainian English-origi
monolingual ir% llJT(rai%'i‘z;r% "
- CTED N %vg;l Null Overt Null
Casse assigner (by feature) . 043 = 1
I\X(r)ltaiclglco al .181 131 .293 216
S rphologica ' .508 .962 498
yntactic and morphological .644 725 . §zt
Ca\s/e gssngner (by type) . 569 823
er
Preposttion g7 i
P .142 .738
FACTORS NOT SELECTED A7 44
Case agreement X X
Case assigner (by type) X § *

fro ' isti '
m them and show the statistically different patterns of case marking. Furthermore
) . . : , our
sults proved that the properties of a Universal grammar are realized in the same man
ner

across di
dlifferent languages, whereas language specific features are pertinent only to the
grammatical system involved in case assignment.
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0. Summary topic area: dependency/frequency analysis in text linguistics, multilevel analysis.
We will show that a multilevel model of frequency data for the occurrence of the passive in Dutch
texts sheds a new light on that occurrence across text genres. Traditional statistical tests show a
difference in frequency between genres, which actually has to be attributed to a difference within
genres, between texts. We will present the analysis, and discuss its implications.

1. Introduction and background

In text linguistics (and related branches such as functional linguistics), phenomena are often
considered to occur independently in discourse. At least, that is the conclusion we can draw when
we observe the kind of statistical methods used, and the conclusions drawn from them. For
example, Givén (1993:8) reports a study of the frequency distribution of voice constructions in
Chamorro and comes to the conclusion that active-direct clauses are most frequent, and that
inverse, passive and anti-passive follow (in this order), with a'much lower frequency each - a
cross-linguistic distributional profile. Although Givén admits that ‘frequencies vary with text-type,
genre, author and more subtle sub-functions’, this variation is not taken into account when the data

are compared: a simple and straightforward comparison of frequencies (in %) is all.

been taken into account, his conclusion could have been

n the case that the difference in frequencies were smaller.
This is because the differences found may have been at least partly attributable to the variation
between text-type, genre, author, and the more subtle sub-functions Givén mentions, and not to the
distribution of voice constructions independently from those other factors. The differences in
frequencies, therefore, attested here as a cross-linguistic tendency, may have been ‘explained
away’, so to speak, by other factors causing the differences.

When the variation Givon mentions had
different. In particular, it could have bee

" In this paper, we will consider the consequences of taking those factors into consideration that are
not usually considered to be important, but that may cause frequencies of linguistic constructions
to vary. In particular, we will look at the occurrence of the passive voice construction in Dutch
texts. It is often assumed that, for example, the passive is less frequent (than average) in spoken
language, and more frequent in the government and policy texts (see, for example, Vandenbosch

1992 and Renkema 1981). This conclusion is drawn on the basis of, again, frequency data of the

specific genre, this time without taking th
Givén’s ‘more subtle sub-functions
genres; they - first and foremost - occur
sentences that occur in paragraphs
of this nesting is the attested variation demonstrabl
level of genre, but are we really sure about that?

e influence of individual texts, authors (and perhaps

’) into consideration. However, passives do not just occur in
in texts. There is a nesting: passive clauses occur in

that occur in texts that occur in a certain genre. At which level
e? It has always been assumed that it is at the

What wi i i
examp].: slirr‘fag:;atl;l}; Eﬁﬁliito §how can be explained by means of the following non-linguistic
i gl s i 02 hm lwhlch a researcher studies the time spent watching television in
—— hours)y Wdl h exfght membe.rs (two adults and six children) that do not watch
television atal (0 h aver; ax; : e finds a family of two nllembers that watches 2 hours of television
g il L ge.I n elffect a two stage sam.plmg procedure is in operation. In the first
S v (:mlg selected from a population of households. In the second stage -
e sty ct);:se 1old are dr_a“fn. Ir} accordapce with the sampling procedure a distinction
) :;'v variance wrrhm.pr:mary units (households in this example, or texts in a
s it een primary units. The first variance component is an estimate of the
differen e primary units (varnan_ce_be?wef:n persons within a household, variance bet

ences within texts), and the second is indicative for the differences between prima i
&/ie:lr]l;nze tr>i<3nt1vveen h9useholds, and v.ariance between texts). We cannot consider iach gerlrl]::l;:
within ‘Sithisr;l ll],l(r)llllts :ﬁoclgn;glge;teila);emd;nggfnt fzon:t oth(;r ilements in the same primary unit.
e b o ome extent - whether th.e)./ will watch television;
of parents children are allowed to risa:cc:)llln r(:lt:)r;:aef)fr} (l);’sstc;ge?:h teleVlS_lon- Dependentq the belicts

i ] e

alill:,es?lzne ltlzlds for sentences within a text. Two sentences drawn aselect from one text are m

- Samz;ntop 0 a-szlect slefite;nces drawn from different texts. First off all these sentences deal (v):ietl
1c, and are likely produced by the same author ( ]

: : . or team of authors). If each i

;::;r:rs];dired. z:ls an mc.iependenﬁ qbservatnon we clearly neglect this information Piowever aeslzmeint )

cle us: t::ti 1;1 a prtl.mary l:m: is related to other elements in that primary unit (the depéndenicy;
nformation which was shared by the elements withi i i ’

- : hich was ithin that primary unit more
;{l;lgztzzsglts In an overoptimistic view on the data. That is, testing statistics ri";/ke Y% t, or ?a::r: -
oy th;)ta;:r}ul;rtlknown ;iegree, land standard errors are too small. This is merely al;ot,her w’ay of

er samples are less precise compared to single i
e recist gle samples of the same size (com
965; Cochran 1979). In the television example the population mean is estimated a(s the T::;n

of household means (i.e. one ho B
minutes). ( ur), and not as the mean of the individual observations (i.e. 12

t\:/):lt:nt:]lgsﬁljllrlle qf reiscigin% is applied to the occurrence and frequency of the passive in Dutch
, owing holds. On the theoretical side, there is evide ’ '
. . ) 5 nce that the occurr f
passive may make it more likely that another i i ikl
ResSive ) passive occurs: in production, one passive ma
n;l)tr::::: o?l::{trl::ri one.t Tl;ls dependlency has been attested for spoken language in tEe literaturz by
riments, for example in Bock (1986) for English, and i i
(under some condtions) Tt 1 o - ) glish, and in Hartsuiker (1996) for Dutch
( ) ur impression that in texts, passives tend ' i
clusters’. In Cornelis (1997), it is sho ’ gt e
_ X wn that although each individual i i
‘ TS ) at passive contributes a
pr(r:::irtl)llngt to tht?dreprgsentatlon of the text, it is only when considered together that it becomes
e to consider the effect of the passive in a certain text: hassi ' i
. : passives fogether function i
certain way. Therefore, there are pl ider ) eponder
\ plenty of reasons to consider the passives in text
: S s depend
;J:Enomena. dependent on the fext they occur in, not only the genre. However, this pencent
metrl:z\;lledgiiment of tl3e dqpendency of occurrence has not found its way to tl,1e quantitative
o s used by text .lmgulsts.-Therefore, the methodological/statistical side to the question is still
ed, an open question. In this paper, we will propose an answer. ,

2. The analysis: the occurrence of the passive in a corpus of Dutch texts

F . . '

E :; our analysxs,. we used the corpus described in Vandenbosch (1992), a corpus of Dutch

; Slllstmg of entire texts and large text fragments, both from the Netherlands and Belgium. The

th(:’Penst consists of two lar.ge subcorpora, written language versus spoken language, each 50'% of
ire corpus. The written language subcorpus consists of two genres, argumentative &




- popular-scientific texts (‘arg-popular’ from here on) and narrative/fiction (‘narrative’).
Vandenbosch (1992:55/56) assumes the passive to be most frequent in arg-popular texts (13.4 %),
and least in narrative (2.9 %), with the spoken language holding a middle ranking (3.4 %).

We considered all texts in each each of Vandenbosch’s three genres (‘text’ therefore also refers to
the fragments in the spoken corpus). Of each text, we took the middle page (retrieving
Vandenbosch’s corpus in WordPerfect 5.1, standard page lay-out, font times 10), we took the
middle page in case of an odd number of pages, and the page number as the total number divided
by two of with an even number of pages (i.e. of a text of 12 pages, the sample page was 6, of a
text of 15 pages, it was 8). The length of the fragments in the Vandenbosch corpus varies from 3
to 44 pages, with an average of 16.2 pages for the written corpus, and 9.3 pages for the spoken
one. Of these fragments, we determined the number of clauses and whether that clause was passive
or not-passive. Our definition of clause includes non-finite clauses, such as de affaire is kennelijk
(e controversieel om te worden behandeld, (‘the affair apparently is too controversial to be dealt
with’) but not verbless utterances (o, ja ‘oh, yes’). In general, we followed Vandenbosch’s
transcription, considering capital letters to demarcate sentences.

‘Passive’ was defined as any construction of worden (literally: ‘to become’) and a past participle,

following Cornelis (1997), who argues that only the construction with worden is the real Dutch
passive. This means that constructions of zijn (‘to be’) with a past participle, often considered to be
the ‘perfect aspect’ of the Dutch passive, as well as past participle constructions with other be-like
auxiliary verbs were left out of consideration (see Cornelis 1997 for a motivation). This means that
‘non-passives’ does not equal ‘active’ in our analysis. We will therefore use ‘non-passive’ versus

‘passive’.

Summing up: every observation was coded for genre (3 levels: spoken language, arg-popular, -
parrative), text number, sentence number, clause number, and passive versus non-passive.

a y2-test, a logit analysis, or even a oneway

A standard analysis can be performed by either _
The data concerning both analyses are summarized

analysis of variance (compare Feinberg 1980).

in Table 1.
Table 1 Frequencies of passives per genre and mean'numt;er of passives (between brackets)
Arg- popular Narrative Spoken Total
Passive 38 (.11) 3 (.01) 16 (.03) 57 (.05)
Not passive 303 264 545 1112
Total 341 267 567 1169

According to a traditional y2-test the null hypothesis of equal proportions of passives has to be
rejected (x* = 41.94; d =2; p < .001); the number of passives is not equally distributed across the
three genres. Both a logit analysis and an analysis of variance lead to the same conclusion; the
null-hypothesis (of equal cell means) has to be rejected (respective testing statistics are: G* =
38.92; df = 2; p < .001, and F= 21,70; df = 2, 1166; p < .001). Hence, no matter the type of
analysis, we have to reject the null-hypothesis (of equal frequencies, proportions, or cell means) for

the three different genres.

level model. In the data clauses are coded as being passive. Clauses are
nested within texts. Hence, we have three variance
the variance of sentences within texts

Next we turn to a multi
nested within sentences, and sentences are
components, the variance between clauses within sentences,

n 1anc n . Y

Logit (P..) = Gl.. +G
git ( .,k) Gl.,k [ B+ Uy V1o 2ijk [B,+ Uygi + Vaoo] + G3ijk [ By + uygy + Vi n
ik 300k )+

In equation (1) Gl,,, G2
ik G2y and G3;; are dummy variables which indi
Gy 2 ol Fan obsewatiojn are d y which mdlcaFe the three genres. That is
e | o Ok (Gzas in an arg-popular text, otherwise G1;;, was coded zero
i ik .x equals 1 only if a clauses b ved | s
The same holds for G2 . ik €qL / was observed in a narrat
, i« €quals 1 only if a clause was observed in a spok e
s i ' spoken text). Per genre a mean i
Vi éi,énliénir;d(%).- Furthengore, two residual scores are estimated per genre: one !:elssidual
. 10jk> Usgj and Uyq;) and one for the k-th text :
for ¢ Uy j Xt (Vigors Vopo, aNd Vv
rest ;:z::]s trleprfe_:setnt the deviation for the k-th text of the estimated melz::; sc<2)0roek Hellc?Okt)l;eTl]e -
ie fi i . ’ o
ext ki resemr:l gc:jnre. eguals B, + Viook- The first mentioned residuals, the residuals at sentgan o
paSSives. ¢ the eviation of the j-th sentence for the k-th text. Hence, the mean numb lfl'ce
© - . , e
he j-th sentence of the k-th arg-popular text equals B, + v oo + U The residrugls
: 10jk. arc

Parameter Arg-popular Narrative Spoken

B (logit) -2.07 (0.58) -3.66 (0.58) -3.53 (1.52)
Proportion' 0.112 0.025 0.029
Variance between texts 0.62 (.14)* 0.00 (0.00) OI.OO (0.00)
Variance between sentences 0.00 (0.00) 41.03 (5.30) . 0.00 (0.00)

1: remember: proportion = In (B) / [1 + in (B)].

To test the differences in mean i .

. in means a contrast analysis can be performed (e.g. G i e
Fea.ludenbush, 1994). Thx.s_ yields an overall result of x> = 3.94; df = 3'( pg; Oc;ld:;::]n e et
) :lf:‘Ct the null-hypothesis that all three means are drawn from the sam’e po ’ula.t' i

ifferently, we cannot show that the three means are different. pufation, or fo put ¥

It cann I
l'espectotto btt;.1 :c:lr:;::::)c::erdol;qwe\r_er thz;tv_ argl-popular,_ narrative and spoken texts are comparable with
passives. We also have to take the vari i
Weell as ilewarhhooresti st : iance estimates between texts as
: es between sentences into
o B e account. Table 2 shows that arg-popular t
o (i.e. the parameter estimates exceeds twi R uhee
Of passiuen: the b ' i s twice the standard error). Hence, the number
2 er of passives varies from text t : i ,
e i o o text; the number of passives is relativel
e arg-popular text but small in another. We can i
ok xt | 1 } conclude that some authors use passives
categooﬂe:fthan others.‘ This is not surprising when we take into account that Vandenbosch?s
eon ryf argumentatl.ve and po-p}llar-smentiﬁc texts is rather broad: it includes for example a
of an archaeological expedition, but also a policy statement of a broadcasting company
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For neither narrative or spoken texts differences between texts could be shown. For narrative texts
sentences. Hence, there is a clustering of passives

however, there clearly is a variance between
within texts. The data suggest that for narratives one passive clause within a sentence triggers a
passive in the next. It is not clear exactly what causes this triggering. It seems likely that some

perspective phenomena may be the cause, but it remains an issue for further research to investigate
why it only occurs in the category of narrative texts and not in the others. We see, however, that

only a multilevel analysis shows that the clustering exists.

3. Conclusion

a multilevel model analysis of frequency data of the

passive in a corpus shows that the attested difference in proportions of passives between genres has
to be attributed to a difference between texts. When this variance is taken into account, there is no
significant difference in the proportions of passives between genres. There are, however, other
interesting differences that only appear when these multilevel phenomena are analyzed in a
multilevel analysis: the variance between texts is greater in argumentative and popular-scientific
texts than in the other genres (narrative and spoken language), and in narrative, there is variance
between sentences that so far, the theory cannot account for. The implication of this is that
whereas a unilevel analysis of multilevel phenomena can lead to serious inferential errors (cf.
Cronbach 1976), a multilevel analysis of those phenomena may open the way for new theory-

building.

In contrast to a more traditional analysis,
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Summary: Quantit

nary: y as a source of style has not been ' 1

Summ: _ yet interpreted in i

trag;il::::] frzm}el. The the.oretlcal part of the paper gives a summary chr,i%n;i:ﬁ aﬁd

s s;gwtt ;ep;agm. ;&ic styh; theories, concentrating on the question of quantity 'IEh:
ossibilities of cognitive analysis and giv '

.- . - e i
of cognition and understanding concerning quantity andgﬁ‘eqlzgr?:slzs °f pereeprion, ways

Topical paper

Toni e .
opic area: stylistics, model construction, explanation of text phenomena

Theoretical issues

I(:/fl_omstl;a:g?xll:lxjs;tgle thc:,iones are based on a kind of descriptive grammar, on a grammar
Saussure's langue I;: rtlheotl:azisg tfmagsglzza;?;;d langll(lage' g i ol
o . : speakers of a language can
Sys%:;ggfklnaﬁwlzd%; .(1. t(; the knowledge of the langue, the homogenge:;ugs an?i cggfrilecfxi
yeem of byg:rx1 ai hm e S/same way .and manner. Therefore a text can be received and
L te’){/t earer: reader§ with the same processes. In these theoretical frames
e ss;:alm to be immanent characteristics, approachable by different
can be measured, it caﬁ \;zy.e‘:gltil:iltll;rhziitlti:?;ﬁessoqytmlllﬁty : ;-Ot pLirnn o
ki ' . It has a big explanato w
therefmogz :jhez (f)rx;g:;ss oﬁ understanding and the resulting effect ( Wiglmng).%up:ntif;
e bt e in the frame of a grammar, by counting the frequency of certain
el g ;)ements MtIlEn the text, anc! comparing these data with the average of
i i ) lframmar. one of the main trends of these style theories style arises
a result of deviation (:z’)::rrst(')r;'e (d}ixf?;?:clil (;6;87((:)())?8?23 . tgat 'Of b G R o one
2 i s cf. dl1 . urse deviation of quantity is onl
important — component of the deviation theories.) The other tre eonsidured stylo as
:1?:1“h tof selection (of the elements from the /angue) and the combi::ti(cz)zn(s::‘i;;dssetl):;:;
ents) (Cressot 1947, Marouzeau 1949: Jakobson 1960 in a different frame). The

quantity of linguistic elements — as
a .
selection. part of the style of the text — is also the result of
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e

Recent style theories question the central role of grammar, more precisely the role

of autonomous syntax suggested by the classical generative theory. Instead these theories in his/her judgement. Th !

approach style as 2 hermeneutic or semiotic phenomenon: "Das stilistische Zeichen aber quantity means here n e ot e spromaion bae o i

ist nicht vor oder jenseits seiner Bedeutung schon als Zeichen gegeben, und stilistische prominent elements Of?tthe:?m m'??‘suremer?ts et oot b 0;1 o |

Zeichen lassen sich nicht wie Worter, unabhangig VO Text, den sie kennzeichnen, elements for the hearer/ read?:-d e e st hearigirads e et s T l

inventarisieren. [...] Die Merkmalsbestimmung ist vor der Interpretation des Merkmals linguistic expression, which h et syl v o ycicisbol s ‘

nicht zu trennen” (Anderegg 1977: 57 see also Anderegg 1995, C.Specially 123). This certain style type for ’somccrca,:; a cf;ertam o e, they o apear s vy l

feature comes from the assertion that style 15 2 textual phenomenon, it can be understood linguistic level (Phonetidphonf’l: ; 0{ g sk, somantic, (RO TE) |

only in given circumstances. As_ text is not purely an entity of grammar bgt it ha§ a having validity always at the text glfa : mothI?glcaL ?Ymacnc’ o the interaction o

pragmatic character (action, situation and context as componentsof the verbal interaction the reader/hearer's expecmi’“:aaf:sv‘i Promm?“cg' e sment. Bt (Wirkung O,f i
e recognized text elements. Effect (Wirkung) 1s

d understanding), style is to be exphained in a pragmatical th
’ . erefo " .
re based on the cognition of certain elements by the first, spontaneo
’ us

take part of its formation an
view of language, too. These . deas are explicated for instance in the works of M. A. K. hisi ; : :
Ha}liday (1978), N. E. Enkvist (1978), J . Anderegg (1977),'B. Sandig (1986); see also expegig:: ccl:é1 tgk;cTi?rl:tﬁ;:ere:sg ttll;r; g:: biifl-?llm‘”cd o ” second pre that is biased ol the
Spillner (Hg. 1984), Gt}mbrecht —-Pfelﬁ'er (Hg. 1986), 'Stlckel (Hg. 1995). The final of the text ina MOre exolicit ond hearing/reading can explain the style features |
conclusion of these ideas 1S that style is part of the sense (Sinn) of the text, but it does not characteristics of it, t P ¢ it conceptual frame and can recognize better the quantit |
come from the cognitive meaning of the words, expressions, sentences of the text, but In this framc; izn(t(.: ' ;auB.lg? 1:8 13_46)_- Y
from its fogmation. In the context of this paper formation means the process o_f giving a or quantity expressedqby ot;th?\s/ SIgruﬁgaHCt_a, but it becomes a relative feature: frequency
text a certain form, and also the result of this process, the “form" of the text, wich means different hearers/readers Jor atetﬁum );rs in a description may have different effects on
a \mdel_y understood language fom}atlon frme phonology to syntax in pragmatic frame. characteristic is of course restrict df_: extreme may have no effect at all. The relative |
Sfense is used here for the “meafung", nSinn" of the text, according to the hermeneutic of sensus communis concernin the ' 1a C-Ulture or 2 language community have some kind |
discretion (cf. the same standpoint 1n Beaugrande — Dressler 1_981: 89-91) conifiaf) and the Guani % e relation o_f text type, style type (and action, situation |
Style as formation can be produced and recognized in specific socio-cultural sentence complexity), b § ot eauain hr_‘g‘““{c phenomena (e. g. sentence length 0;
circumstances: the speaker or the hearer have to know something about the style types plexity), but nevertheless dispersion may be large. |
of his/her language community. On the basis of this knowledge the speaker has 2 certain Example 1 |
target norm (Zielnorm) and effect intention (Wirkungsabsichz), the hearer has an ’ l
expectation norm (Erwarrungsnorm)‘ This knowledge of the speaker and the hearer The .
comes from the experiences of everyday verbal interactions, it is organized similar to other comgr a:negxf;lzze“zfﬁh;:hﬁp; con_clemntrates on the relative frequency of certain elements i
kinds of cognitive abilities, and it can be rf;gardgd as the general base (Langacker 1987) Sons o Abjred Prufrock b%;“ts EQHB text. The text to be analyzed here is The Love |
or context (Givon 1989) that gets into relation with tt}e text in question b}: the process of poetry is the presence and cﬁ’ez't f b hc.'t' One of tl}e most fascinating feature of Eliot's
comparison. The speaker Of the hearer always cor}mders the style of a given text as the S s acied hiz oliectiveliies o hO decnve correlatives, as the poet himself consciously |
token of a style type (like other linguistic expressions as the token of certain semantic, comrelatives in Prgiock n}fa?nel WS‘; tb'e help of these elements. There are many objective |
syntactic or phonological types; cf. Langacker 1987). T_his classifying procedure takes the emotive structure’ of th: o° Jec;sh are mentliot.led as part of the scene and part of
place according to the prototype theory (Rosch 1977). Since the speakers of a language frequency of these elements thepreem't p e analysis is going to point out the relative
community do not know the same types and sometimes they classify the same texts In there is no objective correlative 'l;;a yod ok et the, Topuency is higheg and where
different types (according t0 their socioregional ongin and language knowledge), the within the text. The main conc ‘ ? ; comparing activity of the reader remains mainly
hermeneutic characteristic of style is explicated on the global level of understanding first of this wave-like frequen -F;n 0 t e.present anglysm is nevertheless the deeper sense
(Igive a detailed ex.planation in T.olcsvai Nagy 19?96) . ,, | the following grougs: u:gén s&c:,):t]:ztézz Cgimla.tlvles can be classsified semantically in
-Does quantxty.have any kind of'n.leamng in this approach of style? Dpes it have correlatives are prototypes of thei , five o' clock tea, human body, clothes. All
such significance as it had 1n the traditional ones? In most of the above cited WOrKS superordinate and subordi eir own type and all are basic level categories (between
qltl_a;;t'ty is not even r{lef\tioned.tMFhougll Enkvist (1978) considers it as an important part — sequenl:;eogf :L‘:;: ;ﬁiﬁ:‘:ﬁ t(l;i: iﬁ::ctl %’:71,1 Lfkc:ﬂ" 1987: 46pp). The
of his pragmatic styl€ interpretation. or . : A0 intellectual context of the
The first point of the answer is that the hearer or the reader does not count the m;ﬁsuzsfﬂ?;zl;;;fg}c?: ?h: ;::f c:?urse B epough for the reader. The l:’(zgz
discrete elements of a text. He!shc makes comparisons (_onc of the basic processes of analysis has to point out that in som antic range of the object_we _correlatives. A thorough
cognition) between 1) the relative frequency OF quantity of one element (or more f the correlatives contact each eilparts where frequency is higher, the semantic range
elements) of the text and the other elements with neutral frequency i the text; 2) t‘n.e although there are repeated cof: ]0t_ er. At other parts of the poem it is on the contrary,
relative frequency Of quantity of one element (or more elements) ‘of the text and his (cf. Langacker 1987: 57pp), b € killtfves (e 8 street). The correlatives are cognitive units
type to which the text belongs and joint quantity - 57pp), but their semantic ranges change according to their frequency

expectations based on the assumed text type and the style
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Example 2.

i i ence length and sentence complexjty’ of
I QKhef examl()}l? loe: };)plajl;rrtll::steJ:;;ct::3 Cs)t::r;ositc to i:cample 1. here ti:ie Eomé)azrl?'gs
Du_bf_mefs li yconcem the inner characteristics of the texts and the r s
i ke ?flze relation between sentence type and prose. Quar}tlty @an 1t
e kn_OWICdge " uestion. In Dubliners the average sentence length 1s qu1lte r:e "
e g e mamn? lexity is relatively simple, morover tl?e whole v?g -t
B cous o s p'ect The reader experiences this homogeneity and may ju tg -
o lengt m’thlt:l?' frfe Srl;m acgrees short and simple. The analysis has to point ou t:;ms
kind of lel}gth " unts) can be perceived in the text by the reader as sentence pa o
) oo Ubﬂlt§3 of length and complexity and what are th{? possibly nca;est os e
(G?Sfahs) e ﬂ:le tasit as the other side of the comparison. With Uiy._sseslt ehgi i
diffe Out§ldc e | there are different types of sentences, short and simple, s sk
g n:iwe lex. so the comparing activity of the reader remains to ; ,ctg,he
e _101.‘18 e cortnpalth’ough Ulysses 1s much more a provo'catmg. nlove.l t [;nsses
m{tlerlt w:)tfhirll\etheea:l?x;hort stories. Quantity gets (or may get) its validity in ULy,

ume

:t?erefore considerably within the text.

L . : .

In both ples the analysis has to show the role of iconicity (especially diagrammatic
n both exam .

iconicity) in the possible ways of understanding.

Conclusion

: i matic and
le can be interpreted also in a prag :

i frequency as a source of sty : t style theories
Quar;z;% Etl"1r'lzfme.ethva tt};eoretical part of the paper gives a s}lmﬁzgaﬁzu'rhganalysis s
C?%lr:i kind, the examples show the possibilities of analysis in t ays of cognition and
oL LIS ’ i dels of perception, W ‘

tical approach have to give mo i form style in a
we(lil i:::;il:legoizncerrgsg quantity and frequency as one possible way to form Sty
unde

text.
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Abstract:

nctions of coordinations in the French language.This paper
treats of the textual data. Most document retrieval that user queries be specified in the form of boolean
expressions. The are the uncertainty in combining queries, They have flaws. Many ambiguities in texts are due 1o
the use of classical methods of computing. The idea of the work is to extract the “reach” of the coordination
(conjunctions) in information system and looking for the importance of punctuation with statistical. Textual
algoritm is contributed to detection and correction the signs of punctuation.

In this article, we describe the problem of the conju

Keywords:

ta. Connectors. Logics. Computational linguistic. Algorithm of detection and correction.

Uncertainty textual da
ive Linguistics. Documentation and IR.

Statistics for punciuation of signs. Quantitat

1. Introduction

h of automatic analysis of written french texts. This analysis is based on

a linguistic model to determine informational elements of text. We will show that this type of analysis can operate
with lexicon. Systems of automatic natural language analysis work on the bases of the principle of the word

recognition aided with the list of textual form (free predicates) in lexicon.

In this paper, we will describe an approac

¢. Knowledge representation is a crucial point in
s of Artificial Intelligence [12]. Documentary
the constant updating of the input

The aim of the project is to design a DIS using natural languag
Expert Systems technology and linguistics is at the crossroad
automation is blocked by the problem of indexing and interrogation due to

information which remains static once in the data base.

2. Text segmentation in Texts Information Systems

2.1. Documentary Information Systems (DIS)

be used to manage large archives of documents and allows the user 1o stor®

An DIS is a system which can
fy the questions. The general mo

and to retrieve document which satis
[9] is given in the next figure.

del of Information Retrieval Systems (IRS)

Query Collection of
Dacuments

Analyse/indexing of
yuestions

Indexing
representation

Internal
representation of Internal
questions representation of
Documents
Comparaison
L Feedback —]
Retrieved
Documents

The entities are :

= acollection of documents to indexing,
*  The user formplates his request in a formal query language
*a comparison identification. '

The documents are indexed and stored. The user is f i i

The . . ormulised his query in a the i i

bi efrfx; ;?3:2}??;5;—3. (:‘;zg::st language [4]. The query is compa.rcdzga?;sl the d:c:.:]r::;:?sa.li‘?or;' :;ﬁuj e W_hO lhc

e il Theuesoressntar use:r must be translated into the indexing language. The comparison o erI!:PanSOH -

o etiocs aesadE t}:on of all the documents. When the documents are selected and whiI::ha it .

L g the model. The user evalutes the documents according to his infi i ol
completely satisfied, he can reformulate his request to system [10] . D e

2.2. Text segmentation in documentation

Text retrieval systems ar i
. ' ¢ generally built on the reductioni i
indexin TR uctionist basis that words in texts (keyw
e fn g crsz;e:zrtn lhet.texltls. A ncc.essary precursor to these systems is "word extract(ion):' “(:;(ljcsl?l ?re USCC;_aZ
i T s :cmaa 1caAy lb)t/ us;mg sg)laces and punctuations as word delimiters. This cannot l(:trz ingdl'bl‘

] use. ot of problems i ior igui | e o
decompositon p include segmentation ambiguity are in classical models of

Textual analysi ;
Precusor to text re)s;:vr:la);nl:je ::r?cr;i(lil yast the stegnllelntatlon of texts into linguistic units, normally words. It is a
o natural language ; ! :
Systems as an ; guage processing systems. To take i
words example, texts are segmented into words using spaces and punctuation a5 e s
or some of them) can then be used for indexing and retrieval § &t Were delimetceys iess

3. g
Uncertainty problem in Information System

3.
L. Boolean connectors and queries




(the collection) D of documents exits for retrieval. A set I of index terms (the indexing vocabulary) exits
A set (the collec

also with a function i mapping Dx/into {0,1}:

f(d n =1 if document d is “impl?es“ r .
e 0 if document d is " not implies" r

. r
In response to the simple query 0

(ie. r0"="Give me all the documents ‘implies'r),

a retrieval system would retrieve for a user the following set :

9’({” GL'J (a") 1}'

connect terms to form expressions, one example being :

((p AND q) OR t) AND (NOT (z OR y))

We can define sets (P, Q, T, Z, Y) that correspond to boolean operations :

((p AND q) OR t) AND (NOT (z OR y))
(PNOUDN(—(ZUY))

(p AND q) defines (PN Q)
(p , q AND t)=(p AND q AND t) defines
(PNQONT)

i i truth tables:
It's possible to calculate with the classical logic.We have again used the Boolean tru

a b a AND b aORb NolTa
0 0 0 (1) 1

0 1 0 ] 0

1 0 0 i 0

1 1 1

i e
We recall that the common functions used to produce these tables ar

Min(a, b)
Max(a, b)

aAND b iseither asb or
aORb iseither a+b-axb or

NOT a is l1-a

3.2. Families of ambiguities related to linguistical connectors

We shall see to what extent the connectors in the query give rise to am

examples illustrating different meanings of the connector *AND" which is consider
intersection,

Addition
<a>  Paul likes fruit and cakes

Succession
<b> The robber hit me and he ran away

Combination
<c¢> The material is black and white

Presupposition
<d> The guard saw the fire and gave the alert

Elipse
<e>  The boy bought a shirt and so did the girl
i.e. the boy bought a shirt and the girl bought a shirt too

The connector "
Natural Language [5]).

3.3. Criticism of the Purely computerized system : Eliminates the connector « COMMA »

Many ambiguities in texts are due to the use of classical method

s (boolean logic). In Boolean logic
recognition, the meaning of conjuctions in natural langu

age is ambiguous. For example:

i) Natural language understanding and logic
J) Logic ,_ uncertainty and retrieval information

This sentence could be interpreted as :

i) Natural AND language AND understanding AND logic

J) Logic AND uncertainty AND retrieval AND information

A different problem occurs when the operator of negation is used.
"NOT" is often emphasized as in "BUT_NOT" or "AND_NOT" [5,7].
Salton [9). He propose to implied boolean logic by taking identified
Search, using only the connector OR, expecting to retrieve a large nu

Procedure to identify the Boolean operators AND and OR in natural |a
Information about conjunctions.

In linguistical analysis, the operator
A different approach is proposed by
terms of a query and submitting an initial
mber of items. Das-Gupta [2] developed a
Nguage queries using syntactic and semantic

The classical model eliminates words such as: (/AND/, /as/, fout/, /comma/, /semi colon/, etc...) which serve
cators for dividing the sentences into propositions, these words being considered as “empty". However, the

ce is recognized as being the largest linguistic entity and the coordination is considered as the process for
Ng new sentences following the sequencing law such as :

as indj
senlen
formi

P =3P =Pg + Py+...+ Pj +... +Pp,

121

biguities [6]. We shall present
ed as a syntactic operator of the

AND" has a single meaning in formal language (reductional), which is not the case in
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where the connector "AND"' can replace the s
in an information loss.

The different linguistic [9] causes have
considered. Therefore it is during th

considered by certain computer experts as being

3.4. Fuzzy logic applied to connectors

extension of the model of Lu
logic is a generalization of the mathem
membership in a set. Zadeh allowed for an infinit

he used MIN for mininum.
example :

<j> /Paul is very tall AND Paul is very smart/
A C B

Further more, let us assume that /"Paul is very tall"/

tall" and /"Paul is very smart"/ which will define B=80%
Extensionnal Logic (classic logic) and Fuzzy Logic (non-classical logic) :

demonstrate the difference between

A= "Paul is very tall" = 80%

B= "Paul is very smart = 80%

This technic of probability is linked to
Extensionnal Logic :AANDB
Operation : 80% * 80%=064%
Fuzzy Logic : Min [80%, 80%]= 80%

The analysis of the connector "OR" in the foll
distributiveness in this example, we will obtain :

<jj> /Paulistall OR Paul is smart/
A C B

/Paul is tall OR smart/
/Paul is tall OR smart/

which are not required. At the implementation stage (do
¢ modeling phase of the information stock documents that the effectiveness of

a DIS can be determined. This first phase is closely related
"empty" such as connectors, prepositions, etc...

Zadeh [14] developed a new approach to rep
kasiewicz. This approach is known as Fuzzy Logic or Imprecise Reasoning. Fuzzy

atical notion of set membership, in which an element may have partial
¢ range of values between O and 1 whereas the classic logic

ign "'+" as a means of building the structure, thus resulting

the effect of reducing the level of relevance by selecting documents

cument search), the analysis of the query must be

to textual element processing, including the words

resent intermediate values between ‘true’ and 'false’ using an

allowed 'false and ‘true’ [3), [13], (14], [15). He used the connectors "AND", “OR" with classic formalism of set,
but in the place of the addition (OR), he used the MAX for maximum and instead of using multiplication (AND),
For example, in fuzzy logic, we treat the problem of connectors with the following

which will define (with a probability) A= 80% to reflect "very
to reflect "very smart". The following statements

user who treating this information. So, we will obtain :

owing statement (proposition). By appling the operation of

The combining of predicates (adjectives) is not correct

<iii> /Paul is very tall OR Paul is very smart/
A C B

Extensionnal Logi :AORB

Operation - 80% + 80%=160%= 1.6
(converted to 1
Fuzzy Logic - Max [80%, 80%]= 80%

.

The result produced (64%) i th ‘
r in the case of the con N "
Pt wd . ( nector "AND" is lower th
as ogics (Fuzzy logic). If we thinks that 64% represents the prédicate 'i;lu;:ft:;:'yl(:ogto C:UCCd 3)5 —_
ot grand) whereas 80

%o represents "ve " (tré ra d) W
ry tall tres gran e constates that the fuzz .
connectors. ( . epics A Y I gl isnot "Op[i!llal" for the analysi f

ysis o

We propose to "optimize" i )

ptimize" information search thr

i = S ough text i

s1 . ] processing a 9.

using the contribution of logico-semantic approach applied to conn tfrs nd query formulation in natural language

4. Logico-semantic applied to the connectors and punctuation

The punctuation i 39F
1s a means to divide the parts i
unctuation act i parts In a speech. Let's see '
p ctin a sentence. Indeed, the connector "Comma" opposes itself to th};ad the signs of the connective
connector "and"

the enumeration. The last "and" announces the closing of the chain. Let the following example : FE RSO
<I> /the enterprise gives information on the structures_,_the posts and the persons./ |
<1> /The enterprise gives information on the structures and the posts and the persons/.
The open chain (without a final connector) shows the non of an enumeration
<2> [The enterprise gives information on the structures, the posts, the persons./
The open chain <2> presents a strict distribution such as :
i:; ::g: ::::grr;:: gives ?nformat?on on the structures"
i gives information on the posts"

iS3. -"The enterprise gives information on the persons"

On the c(_)ntrz.xry, the closes chain <I1> presents
the combinative connector).

a total distribution (four solutions : S1, S2, S3, and S4 linked t
, 83, o

S4. -"The ise gives i i
enterprise gives information on the structures and the posts and the persons"
ns".

This calculation of th i
¢ Logico-Semantic-Images (LSI
: allo i

We get a referential calculation of each part of the tcxtzxal d:t: to calolate every extensions of an ensembiste text.

5. Statistics analysis of the textual data

gComma ]

i , point_comma, suspension, point i

olo : . point, capital_letter, full_punt, explainative_d pp f d

ns, quotations, cupple of brakets, square_brakets, exclamation_mark, fn:T:J::i'o asmh. CJ:I R
ion_mark,...

We'll use techni f isti nrormatio
L use e nics of the statistics to describe the textual i i i
] b is it o L | : fi tion in order to find a sign of punctuation.

8.1 Dicprste. os
1 Distribution of the textuals signs

mnguistic UIIi[S

a Slmpl
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in french
microordinateur sometimes hyphenated ( micro-ordinateur).

A hierarchic classifying of t

is somehow reflected by the fact that two formatives are sometimes written to

he elements appeared is possible. The forms are in the next table :

gether, for example,

+
Punciuations
AND
OR
COMMA_AND
COMMA_OR
POINT_COMA_AND
POINT_COMA OR
capital_letter
cupple_commas
comma
point comma
suspension

point
full_punt

explainative_dash
o ..cupple, of dashes
colons; quotations
cupple_of_brakets

square_brakets
exclamation_mark
interrogation_mark

+2

+1

6'2=12
-12-2-1

goooomg—so;;oosmgooomo\l

CONNECTORS Frequency correction real
frequency

Bloioioioinigi-ioiRioloifioifioioioi+ o

TOTAL

Numbre of comma = Simple_Comma_Numbre + Cuple_Comma

Numbre of comma= (10+2+1) + (6*2)=13+12=25

Ice= Indice of correction of the comma NO_connectors:

_ Numbre of Comma - 2*Cuple_Comma

Icc
Numbre of Comma

_(25-2%6) _25-12 _13
Tee="—35 = =55 = 02

Rlcc= Real Indice of cotrection of the comma WITH_connectors

Numbre of Comma - 2*Cuple_Comma -Comma_AND-Comma_OR
L Numbre of Comma

=(_2L5_.2.@:9-2'-=LS;L2’;— =-1—L=044
25 25

Rlcc 5

5.2 Comment on the results obtained
The sum of the words of the corpu

words, we only need to take the number 0
sign of punctuation for 8,55 words.

* from each other in the te

The results confirm the variety of the natural language by the use of different sings. But, in the corpus (AFP),

have distributions "very close

n dispatches. Indeed, we note that the three dominant si

s 1 is 436. So, il we want to knad the relations between the signs and the
ff the frequencies of the capital letters. Then, (436/51 =

8,55) we have 4

we
gns

(having a high relative fre y ; pi e € comma a T e
a hig quency) are " the capital letter, ith i
i ol e iy T, it nd the full point". The countage b ing

Concernant the others si istributi [
gns, distributions are different with a little and i
; ign irregul i ike "
couple of inverted commas", “the couple of brackets", "the couple of dashes" ag; ?:h?:):;lr;zzfo?; f:llgn;"hie 1thle
ash". At last,

the signs that don't a "semi
ppear are : "semicolon", "suspension point", " -
“"question mark"... P point”, "colons”, "square brakets", "exclamation mark"

The capital letter is the most im i i
portant sign of this corpus (AFP), Wh
ERS L 1 this ¢ . What conforms the h
- I r.l:‘at _the (NP = Noun Iphrz_ase ) has extralinguistic reference in 40 far as the worfi bypt?lhgses o'f i
etter send either to a name (/"Paris"/) or a common name ("Capital"/) vEinning with 2 capital

: . I nth hne). hen, lhiS p 0Cess Wil]

We noticed that ;

;A‘l;l:epll)x’lks between a punctuation sign and the words of each corpus is at an average of 8.33 (on corpus of the
: the dash placed out the beginning of the paragraph is explanatory,

) l(l;]: i(:)t:lpl; offd:shes of the structure (AFP) is assimilated to the brakets,

exglainaﬁ;:, . of dashes and the brackets act as a couple of appositive commas. Then, they are coordinating and
- the comma and the dash ar ialized i i ich i

e condinion e :,af T eToR et et "easec G At of
Db literamr:a ches treat many general informations : technical, political, ecomic.. etc... That's not the case

5.3 Comments

Here the data that the tratment i i
: nt is not numerical but linguistic. W " i
o ; guistic. We note that a "relative" i i i
comms;fns ‘;n the ten corpus. Indeed, the corrector "and" is shared "locally" in some aregulanty (unlfomlty) o
and to the capital letters that we find again distributed. PAGIRR contrarily to the

The maximale frequency i i
" y is the biggest appearance of a date. Th :
dominating" g . a0, -200 letter can be considered “discriminating"
b co:;?m ng c(ljcmcnt. Compan'l:lg with the other data, besides the capital letter, the criters a;; at g{scr{mf“at’_“g )
as and the correctors ("and", "comma_and") comparing with the othcr'forms Ost discriminating are

We note that the coordinati i « Y & » ) are more imp
( inations of predicats (Pi} (« The black
- d and red fla important than the
Coordmaluons of SN ( « uremployment and prices increase »). As well, the dashes)the brakets lthe quotta ions and
:he cupp. e of commas have a dubble value : sometime an explainative value, som E ’ o
: e , etime a mark of breaks of speeck

Why do we inte i i

X rest ourselves in the sign of stron i ; i

P st ‘ ! g punctuation (ex : the full point). Simpl

e _Point_And" in the treatment of written document. Indeed the informative va)lue fF"'I‘I bccaufe " th'? Val}le (')f
ct the connector "Comma_And" 's. of FRIRRt And” which i

5. "
4 The statistic results are they meaningful ?

In th i i i ulariti
analysi 0‘; a&:ly:fsir}:e tl:ru:d l(f) ltLghtcn the particularities of the corpus (AFP). This statistic treatment bet th
3 istribution of the signs of punctuati i i iy e
C0ordinati g punctuation comparing with the connectors i
ive commas from the neutra co i i ectors in order to. find the
W mmas to give the comma The ai e i N
35 1o see the following points : & its very value. The aim of this statistic estimation
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dination, comma, ...),
curence of the connectors (coordinal _ ‘ A
-T'It'lt?e?: T::;L:tiﬁe and their relations with the neighbourhood in order to determine the

1 es,
coordination of predicates, of the noun phras?; or of sentenc
- Or don't corpus possess precise connectors

"And" i AFP) comparing with the other
i i e of the connectors "And" in the texts ( W !
It seems lha(t)fu::)r:r (;fn:ﬁﬁ:,c(:r(z)?n%‘EITHER...NOR' BUT, S0, BECAUSE). So, lthus(e) }?)f statistic calculation
;Zgﬁc;;(igsbe useful for the analysis of the comma in its links with the connectors (AND, ;

The study of the punctuation shows its place in the written and spgkefn lt'ior::-unlunlcauons.
the text.
i i 1 to the syntaxe of the sentence and O . .
ge SIgII:S Oftll::sfn:iag};zn:rl;o:gl only lygmits of segments (cf. algorithm of Spang) but also signs that have
enerally,

scoordinative information).

i ion i i ith the aid of descriptors
ing i i hing, data base interrogation is carried out wit
ik I?E:?STOTSZTC"?;CEPT") The following idea may be deduced : formal Laniuagt:,s
i i ! ' s - . ., t
ompots anpwlg r:cmamicallj,r whereas natural language entails many ambiguities [_5]. Wg f(::ur:I ia?istic:
-TBE"; e \‘\;fﬂl'[; lgze to the preferential use of computer based solutions rather than a linguistic and s
results were limi

solution [6].

ini i ins (i i itical speeches,
to different domains (interviews, politica :

i i t types of text corpora pentaining to olit o
'_I'hus. : Ton coTpmﬁs?rfch;:Eesyp;you need information semantic. We analyse textual.data ( slautstu.}al :::;f:;iign
e~ ?"r:ess (AFP) despatches) and we propose algorithms for tt3= aulomaulc ll'e&t.mct:r © Iljikc o
AgeﬂC;deﬂﬂffe tion of the value of the comma compared to other connecting words in a text string s
signs (determination

“or”, ...).

6. Detection and Correction Punctuation Signs
6.1. Schemes of coordination

There are a différents schemes in texts :
Scheme (0) = [ x1, x2, X3, ..Xj) --Xn-1» Xn]
Scheme (1) = [ x1, X2, X3, ...Xjy -Xn-1 AND xgq]
Scheme (2) = [x1 AND x2 AND x3 ... AND ¥; ...Xp-] AND x]
Scheme (3) = [ AND x1 AND x2 AND x3 ... AND x; ...xp.] AND xp)
Scheme (4) = [ x1,x2,x3, X3y Xjy e Xp-l s AND xq]
Scheme (5) = [ x1, AND x2, AND x3 ,ANDX; ..xp.1 + AND Xnl
Scheme (6) = [ AND xI, AND x2, ANDx3 , AND x; ..Xp-1 AND xp]

6.2. Algorithm of Recognition the proximity of connectors

. . [Pl
. " ination i tion", when the structure 1S : [
; SPANG is cancels the coordination mfc_rrma » when the he
e algorlth'm: . MA?S:AE::;?M connectors C is used to obtain the “surfxplcs propositions™. So;f“'gc:;i; is
-C Fal.. ‘Thls f}fwc supposition and the temporal sentence. The problem is \:hen the £;—fequency o
Lﬁfzﬂ_'na;fm ofpuscogﬁl’gpwe must be distinguished the “comma of connectors and the “free_comma™.

igh in the co '

126

¢={AND; OR; Comma; Comma_OR; Comma_AND)

Phrase Form Frequency Row of Proximity

occurrences

P1 G fi Vi-pNViep (P E[1,...0])

Ck fk Tk Vi-pVk+p (KPE[1....0))

(;t ft nt Vt-p/Vt+p (t-p 6[1 ,...,n])
P i€n,...nD

Pn

The ranks are compared in the analysis of textual string, a reorganisation of the words by detecting the

occurrences of commas in order to correct their value. To be able to determine the role of the comma, the
following points have to be considered :

- The observation of the textual environment in terms of word classes, can it be helpful in the attempt to resolve
ambiguities?

- The environment of the connectors is the neighbourhood (PROXIMITY) Vi.p/Vi+p. that is to say the words
preceeding and following the comma;

- Is there a connector on the right side of the comma?

- The comma, does it connect predicates, noun phrases or propositions?

7. Logics and Statistical contribution in Computational Linguistics

In the framework of the analysis of written documents we have described the mechanism of substitution

(correction) that allows to obtain (LSI) solutions, but another problem appears, the problem of distinguishing the
value of the neutral comma compared to the other ones.

In a perspective of making our system operational we desire to compare the results obtained by working on the
AFP corpus to other technical corpora with special attention to the indicator that is the “frequency of coordinative
commas".

The important volum in the scientific and technic information created a development of the automatic
documentation. Indeed, the introduction of thousands of texts of any order in a automatic system contributed in
giving to the written another dimension. But, among these writter documents, there are bodes (signs of
punctuation). The coordination is ensured on the one hand by the natural connectors “AND", "OR", " NOT",

“"BUT", "SO", "BECAUSE", and on the other hand by other processes of punctuation such as : the comma, the
semicolor, the dash, the brakets, ...

8. Conclusion

During the query formulation in natural language to obtain information in information system, the

determination of the value of comma is important because it can replace the connectors { “and”, “or”, "comma-

and”, “comma-or", “point-comma", “point-comma-and}. In thus, the development of tools to facilitate the

access to Information System has to take account of this constraint in order to optimize the Man/Computer

INteraction because a query can contain one or several commas. That's why we make the claim that it is important

10 understand the functions of the comma in order to obtain results in the automatic analysis of documents. We
ink that statistical methods are optimal when accompanied by linguistics tools.
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Language in the line vs. language in the mass. On the efficiency of sequential
modelling in the analysis of rhythm.

Abstract

The subject of the present paper is the application of the ARIMA method of
time-series analysis and of conventional statistical tests to the study of rhythm in text.
The results obtained on the same set of samples with both investigative approaches are
then compared. Sequential modelling by means of the ARIMA method turns out to be
much more efficient than "mass" statistics.

Introduction

There are two complementary investigative approaches in quantitative linguistics:
the analysis of language in the mass and the analysis of language in the line. The
former considers linguistic units as statistically independent, regardless of their order
in text. The latter is based on the assumption that their sequence is a relevant
characteristic under investigation. (...) All these methods have been known for quite a
long time outside linguistics but, surprisingly, the majority of quantitative studies of
language have simply ignored the linearity of language, comsidering it as a mass
phenomenon.

Recently, more and more studies are devoted to the sequential analysis of language.
In our opinion, one of the promising techniques to be applied in this field is the ARIMA
method of time-series modelling (...). While the information theory takes into account
relatively short sequences of linguistic units and the calculation of the entropy of higher
orders encounters serious difficulties’, the ARIMA method, based on the notion of
syntagmatic time’, allows the treatment of any series of linguistic data.

One of the crucial problems to be solved now is the efficiency of conventional, "mass
statistics" and of sequential methods in the treatment of linguistic data. We can distinguish
three cases here:

1. Only "mass statistics" can be applied.”*

—

' Our remarks concern numerous works on model building as well as literary and stylistic applications of

Quantitative methods but they are not relevant for all the domains of language treatment (e.g. speech recognition).

3 This question is discussed in the monograph of Rolf H. Hammer| and Jadwiga Sambor (1990, pp.370—404).
"Nous allons appeler I'axe linéaire sous-jacent 3 la succession d'unités linguistiques temps syntagmatique (...)

€t nous allons le substituer au temps réel des événements observés. La pertinence de l'analogie entre ces deux

Notions est une condition essenticlle de I'application de la méthode ARIMA au traitement du langage.”

(Pawtowski 1997, p.4)

I’s hard to imagine the contrary case where only sequential analysis could be applied, because a series of

linguistic units (i.e. text or speech) can be always transformed into a set of units.
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Y :ch cannot be analysed as series are easily found if "distinctive feature". The most striking differences occur between versified and non-
Examples %frlm ﬂ%:tl Szltztf;ltza;v 111)1((:;1)1u(1:ati0ns in quax}:titative linguistics are basically versified texts, since in these cases quite different time-domain models of processes
we -:;er;t?n;oetext and system populations (cf. Hammerl, Sambor 1990, pp. 15-16). are estimated. However, insofar as more precise parameters are taken into account (...),
d\;/‘{llilz thl;1 former can be represented either as sets (ordF:r of units is not relevant) or t!le ARIMA method dis_criminat.e.s betvyeen all the prosodic types analysed, including
as series of elements, the latter simply ignores the notion of order and thus do not literary prose and rhetoric or pghucal discourse (...).
undorgo sequential freatment. The table below (ibid.) includes the results of sequential analysis of different

2. Both approaches are possible and bring positive results. samples (cf. Appendix 2) by means of the ARIMA method. )

The research carried out so far has proved, for instance, that the sequence of

: i i 1 Type of the model | Sample 1 | Sample 2 | Sample 3 | Mean
it i i d by consecutive graphical words in French and in
| unaI;itl?le: oi ﬁfzr(?:art:gg:;n;i}t,ecanybe described as a moving-average stochastic gén BlfzeChWi)i SARMA(1,1), 578% | 628% | 688% | 63,1%
nglish tex e btained for simple verse
i -106). Similar results have been obtaine ] :
It)l:ocess MA(l)f(g;;’i?:aslk; i i’é’ Z;xll’gt-]?f ul] Itzlian (Corduas 1995). At the same time, gulluszl smwacl;l SARMA(O,1)(L,1),, | 450% | 48,7% | 50,6% | 481%
e sequence o ; ; . eters are complex verse
reliable statistical models can be estimated in both cases and their param John-Paul the 2| MA(2) 394% | 43.1% | 393% | 40,6%
likely to describe text samples m a satisfactory way. (chetoric discourse)
i f them gives satisfactory results. Igor Newerly MA(2) 36,1% 31,3% 32,9% 33.4%
3 Both approaches are possible but only one 0 s . ]
It shouIIJ(Ii) be pointed out here that /inearity 1s a fundamental characteristic of natural (literary prose)

language and, at least in some cases, sequential modelling should tum out to be

Tab. 1
more efficient than other approaches.

But these analysed samples can be also considered as sets of elements where the
order of accentuated / non-accentuated syllables is not relevant. The only characteristic we

Goal of the stud can determine in this case is the percentage of accentuated syllables in text (if 0’s and
) . se presented above. We intend to examine I’s used for coding are 1reatcd as purely qualitative symbols, thus units of nominal scale)
Qurstacy “;]11 foc"lstjgl:h:xh:bt;uﬁe;nas ot? both conventional "mass" statistics and or the mean of the sam_})le (if 0’s and 1’s used for coding are considered as numbers, thus
s.everal samples o oduighlltls in order to compare the results obtained on the same set (?f units of cardinal scale).” Since it’s difficult to decide which approach is more adequate, we :
linear ARIMA (;n ehi hg avproach is more appropriate for research. Since this will compare samples with regard to both characteristics and, consequently, statistical tests
data an_;d ndc\:;lle b:v bzsed I;:f:l the results of our previous study on the sequential for the comparison of fractions as well as means will be used. '
ariso - : ! 0] . . o i ) . |
;’;ﬁfme of spoken Polish®, detailed questions concerning the choice, the origin of the The statistic applied in the comparison of fractions of a given element in two samples |
samples and the quantification will not be discussed here (cf. Appendix 2). (so called coefficient of structure) has a form:® |
w,—w
Results ’F_’(l - 3—7)
y . i formed into a sequence of n
t of our analysis is spoken text in Polish trans :
stressz; eant?ir%;szessed syllz;les, replaced with numbers 1 and 0 mp;“;""?% S.a‘?l’:i b ere: (L)
: f versification (called prosodic types): (...) It 15 C7€2 s CO
represent four different types ol ver . f units and, at least in
ted either as series or as sets ol umi ' _
that thesl;a ;Ian;plei,::ﬁe:ea:;e?ikel; to reveal characteristics that would allow us to We formulate the null hypothesis ), that both fractions are equal w, = w, . Since the
f:;c“f?” : :tc b eliarrc en them. U-statistic has an asymptotically normal distribution N(0,1), the hypothesis H), is accepted
fi text is transformed into a time-series submitted to sequential on the level of 95% when the values of U belong to the critical interval [-1,96;1,96]. A
al g ﬁﬁ;_c?,sre,ﬁ-equency—domain. It can be shown (Tab.1) that each of the Positive result of the test (H, accepted) implies in this case that both samples come from
:Irlosﬁilisc l‘:)lfpes mentioned above conveys a stochastic process which may serve as a the same statistical population and, consequently, are not statistically different.
h‘"‘"“-‘—-—_

* Good result be obtained with the logonormal distribution. —
¢ mﬁmﬁiﬁ: Time-Series Analysis in Li cs. ication of s Al;l;\m M me
Spoken Polish. [in:] Linguistic Structures. To Honour Juhan Tuldava (to be published).

7
. ghe problem of scale used in coding of syllables is discussed in the paper Pawfowski 1997b. Cf. also Note 15.
. Hammeri, Sambor 1990, pp.269-271, Sobczyk 1996, pp.166-167, Greri 1987, pp.419—424.
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The test used for the comparison of two means has a form:

%, - %,

(2) U=—T77
s 5

n, m

where: (...)

As in the former case, we assume as the null h.ypothesis H, th.at bt())tltl1 D:IC;?(SO alr)e
equal ¥, = X,. Since the U-statistic has an asymptotically pormal dlfst;-l] t]).l lzn ¢ ,thé
the hypothesis is accepted on the lc?\{el of 95% when the v?}ues ;)e tt)'d)e ro%es ihe
critical interval [~1,96;1,96]. A positive result of the test (H, accep p

there is no significant difference between the samples with regard to the mean.

In the table below, we present the result of one-to-one comparison of single

i U-statistic for the
samples. Numbers above the diagonal are the values of the U-s

comparison of fractions in samples (0’s and 1’s are then considered as symbols on the

i f the U-statistic for the
' below the diagonal are the values o
!;ggijn:és‘;;afg mliﬁb(egss and 1’s are then considered as numbers). Shadowed values

indicate statistically different samples. (cf. Appendix I)

N3
W1 T Wz | W3 | N1_| N2
Bz | B3 | 1 | s2 | S3 3
B1 = 0393 |-1,087 0,699 | 0,019 |-0,152 0'?:1,'2 _%226210 -%'%2% g'ggi g'?g g'%o
' : 438-0,588] 0, . ; : ' :
B2 | 0,637 1,384 0,167 411.326 O 77| 154 | 1.342 | 1,870 | 1,952 -:)'?:;71
B3 |-1,663 2158 -0.892|1,118]-0,068 | -0,563| -0,788]-0,117]-0,005 0,011
A 0.717 1,450 0.227( 0,805 | 0,319 | 0,067 | 0,755 0.3'_5{1_5, AL
§§ —%gi% 59641 1.713 [1,810[ 0,359 1,026 | 0,543 02%{, _‘{’)-%:% :)'361 o
W[ 1,025 0,194 0,114 1,324 | 1,682 -0,484 2';39 o235 10547 [ 0.493
Wz [ 0,417,363 20,934[ 0,516 | 0,876 | 0,812 10660 [ 0,760 | 0,698
W3 0.112[0,632 1.302| 0,109 | 0,458 |-1,181]-0,394 o3[ 0,108 | 0,094
NT]0959]0.138 0.194[ 1,233 | 1,587 | 0,081] 0,725 | 1,0 ] I O B
Nz | 1,091 0.264 20,008| 1,400 | 1,751 0,103 ] 0,899 1-252 5158 (0,070 :
N3 | 1,036 | 0.247 5.018| T:289 [ 1,614 | 0,085 | 0,623 | 1,162 | 0,158] 0.
: ‘ Tab. 2
Notations: _ .
B1 B2 B3 - samples of simple verse (children verses Oﬂfmjlu]i:’imcgmécid)‘
S1,5,53  — samples of complex verse (romahiio poc¥ o UKL o
W,I vfrz W3 — samples of rhetorical discourse (homily ON o Iy): ’
L] 2 .
N1, N2, N3 - samples of literary prose (novel of Igor Newerly);

This result is confirmed by the comparison of summary samples for each prosodic type:

7 424,
9 Cf. Hammerl, Sambor 1 990, pp.253—254, Sobczyk 1996, pp.155-158, Gren 1987, pp.419
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B [ W N
B 0,775 1,002 | 1,517
s |1,.213 0,322 | 1,015
W 1,582 0,527 0,688
N 1,670 | 1,149

Tab. 3

When analysing the first of the tables above (Tab.2), we notice that except for
one fragment of Jan Brzechwa’s text (sample B3 - simple verse), there are no
statistically significant differences between the samples. And even this peculiarity of
Brzechwa’s texts is not confirmed by both tests.

The summary chart (Tab.3) confirms this observation: gﬂ._w

As we can see, this result gives good grounds to claim that the distribution "in the
mass" of stressed and unstressed syllables in Polish is constant and independent of the
prosodic type of text.'' This precious conclusion, however, remains in flagrant
contradiction with the fact that the linear structure of analysed texts is different.

Conclusion

The result of our experiment proves serious deficiency of the conventional
statistical tests in the analysis of rhythm. Not only do important characteristics of
thythm in single samples remain unknown, but also evidently different samples are
found to represent the same statistical population. These difficulties do not arise if we
apply sequential modelling by means of the ARIMA method. The linear structure of
text is then revealed and different prosodic types can be distinguished.

The research carried out so far has proved that in the case of prose texts, good
results are obtained with time-domain modelling. For instance, the sequence of
stressed / unstressed syllables in Polish can be described by means of a simple MA(2)
model. Versified texts are more regular and thus can be effectively treated both in
time- and frequency-domain. In the first case, we obtain seasonal models, seasonality
being equal to the length of verse. In the second case, spectral analysis detects the
dominant frequencies in the spectrum of the series. Estimated model parameters, both
in time- and in frequency-domain approach, can be then considered as "distinctive
features" of each prosodic type. (cf. Tab.1 and Pawlowski 1997b).

—

i It's worth mentioning here that the test for the comparison fractions (valucs above the diagonal) is weaker than the
lest for the comparison of means (values below the diagonal). This is one more argument for the application of
}I}C binary ordinal scale in the research on rhythm in text.

is statement seems to us plausible but still requires a thorough verification, as the number and diversity of
lreated samples are insufficient to establish more general laws of language structure.
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Round table discussion
"Regularities in Natural Language Dynamics"

Chair of the round-table discussion:
Sheila Embleton (York University, Toronto, CANADA)

Introduction

Dear Participants of Qualico-97,

In order to activate discussion of some theoretical questions at our Helsinki meeting,
Anatoliy Polikarpov has compiled, and we now suggest to you, & set of questions. In our
opinion, they concern, some central and also "hot" points in recent developments in
General Linguistics (and Quantitative Linguistics as an important part of it). Naturally,
the range of questions reflects the spheres of interest of their authors. Nevertheless,
raising them can facilitate the raising of others, which may have been overlooked or
underestimated by the compilers. We are absolutely certain on one point - problems of
cognition of language dynamics (both synchronic and diachronic) are noteworthy for
our meeting, because regularities of processes and mechanisms of their mutual

coordination within some real (i.., developing) system is, from some point of view, a
final goal of scientic activity. Meanwhile, a scientific approach to the cognition of
processes and their coordination-correlation within some system mechanism urgently
needs a means for estimatingdegrees (of parameters) and elaboratingmeasures
- natural scales of the processes within some system. That is why the significance of

Quantitative Linguistics will increase in time for Linguistics as a whole.

We welcome preliminary reactions by Qualico-97 participants on the subjects raised.
ber of the corresponding

Please send your informal answers (specifying the num
question) by e-mail to embleton@yorku.ca or polikarp@philol.msu.ru. You might also
have suggestions for enlarging the questionnaire or the range of topics considered. We
plan to prepare a summary of the responses received, to be presented at the conference.

We of course also welcome reactions and discussion at the conference itself -- this is

after all the purpose of a roundtable discussion!

For a better understanding of some of the questions raised here we refer you to the
various well-known works of G. Altmnann and R. Koehler, as well as to the two papers

by A. Polikarpov submitted to the Conference.

Questionnaire

1) Are there mere "changes" or actual nevolution" (i.e., directed and coordinated
reorganization) of the whole language system during its existence in time? If yes:

a) What is the reason for coordination of different parts and levels of a language in

the process of historical development?

b) What are the factors (internal or external) in the evolutionary changes happening

with various human languages? 136

2) Can you regar i
y gard a mechanism of langu
) a mmunication. at th
mechanism of evolution? STRESED cation, at the same time, as a

If yes:
What specific features of it represent this phenomenon?

If nO.
Wh . . . . . r’

3) Deali i . oy
"forges'F?%;’zgtxl:P 2'l'rI:ec‘hamsm ?.f establishing equilibrium between contradicting
of change in "wei ’htsuquf{rements ) In language existence, can you specify the situation
of equilhriam® g of some of Fhese factors leading to establishment of a >
quilibrium? Are there changes in some boundary conditions? new state

4)D jor (" i
) Do you agree that some major ("macroscopic") changes are the result of specific

g 3

If so:

What are the micro-, me
-, meso- and macro- levels in 1 D ot
mechani : 3 . anguage organization? i
sm (and, possibly, specific conditions) for integrating micro—change\svil:laz is the
ome

)
( )
( )
asC cne fOI COIIHIILIIu:a'tl VE d) Ilal!u:s EXChaI)‘gE Cf ldeas t) COIInrluIncallts aIld’ at tlle

same time, in evolutionary d i
3 ynamics (loss and acquisitio
language sign used in the communicative act)? : " of soms features by any

6 . . A
) What other kinds of microprocesses in a sign history, besides the tendency of any

g g

7) Do you believe in some cons
: tant rate of core vocabulary change in ti
complicated by some stochastic and uncontrolled factors) a:?’vas clagi:nl:dtg;iiomy

b b

8 .. . 5
) If there is inequality between different words in their ability to survive over time

what is the ground for the inequality in this abili
falling out of a vocabulary? AURNIHAIERSESILy andiior thetmeSharisin for wiords

9) Do vo . . . .
oo l)la 0 you agreeqwlth a thesis on the irreversibility of some micro-processes in
guage existence? What are the consequences of this irreversibility?
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Major Tendences in Micro- and Macro-Dynamics of
Natural Language Lexical System

Anatoliy A. Polikarpov

Moscow Lomonosov State University
Faculty of Philology, Russian Language Dept.

Laboratory for General and Computational Lexicology and Lexicography

e-mail: polikarp@philol.msu.ru

1. There are some attempts to model Natural Language Lexical System change in
time in quantitative aspect. They differ in language levels, subsystems attracting
investigators' attention, in depth, in complexity of the subject, etc. The most
important among them, in my opinion, were quantitative models elaborated by
G.K.Zipf, M.Swadeshand M.V. Arapov. Zipf's model [1949] concerns some specific
equilibrium of long-term language memory economy ("language", or "paradigmatic
economy") of a typical speaker and operative apprehension economy ("speec ", or
"syntagmatic economy") of a typical hearer in speech activity. The main point is that

equilibrium is a result of mutually opposed directions for "price" changes of each of

them in the result of changes happened with a counterpart. But there was not put a

question by G. K. Zipf on possible regular changes of "price" for different kinds of
economy in different socio-communicative conditions resulting in changes of the whole
optimum result. In my works [1976; 1979; 1986; 1987; 1993; 1994; 1995] these

questions were put on the ground of System Linguistics approach [Melnikov, 1978;
t in the sutuation of noticeable spread of some language

1988]. The main point was tha
on a wider community (on native speakers of other languages) the "price" for

"paradigmatic economy" for an average communicant should increase. It is a result,
first, of impossibility for nonnative speakers to master their new language skills
immediately. It, further, leads to often omission of some specific categories of signs

from native speakers speech, i.., to narrowing of the commonly used core of language

signs and constructions.

This stage of the adaptive process could be called "speech adaptation". Stabilizing
of the situation in 2-3 generations leads, eventually, to fixing of preserved sign units
and the following reconstruction of relations between them in the form of
redistribution of the overall set of semantic functions among preserved sign elements,
and to beginning of adaptation of preserved elements to newly acquired bunches of
functions (usually much more volumous for each of remaining signs, even in the
absense of some most specific, idiosyncratic language functions completely thrown
away by the new communicative practiceas unaffordable now for a new "average

speaker").

called "language adaptation”. It is

This stage of the adaptive process could be
words and phrases) in some stochastically

realized for language elements (morphemes,
formed order. Two main selective criteria are present in the process.

grammar expressions are difficult for use, due

in their meanings. The more idiomatic
nnative speakers and less

The first, affixes, grammar words and
to specific grammar idiomaticity present
meanings, the greater difficulty of acquisition of them for no
chances for preserving them is present in a S)isggm.

T

——.

The second, rare
5 words covering som :
semantic space of p g some specific (or peripheral
P a community are difficult for use and agquisit)i:;ca;hOf L3 e
. € rarer a word,

the greater is a diffic
ulty for an average s i
peaker to obtain knowled i
ge of its meanings.

Disa i ituati i i
ppearing of the situation of intensive language spread (as a result of growin
g

homogeneity, i.e., levelling indivi
, 1e., levelling individual lan
mutual - "plus" and "minus" ; guage knowledges duri
o CI;ltl:s arfd minus” - teaching of elements and pattErns plrtlsl;gtﬂ?e process of
synl ﬂlmeltmicuizati?:;)oi'neTcapably leads to arising of the reverse processn 011:l

a language system. This is naturall i )

y determined by the back
change

10 k.l f " nO 5 1
; . . 0 Of i i

an optimizi e E
ptimizing parametre, limits continuation of changes in any direction

This vi : furtl
[Polik;;:‘xw;;osz-li 3192'301?;? 199ser1‘;mhin the model of the word life cycles
; . ) ; ; 1997]. See g2
the abstra 2 AE0, some additional com i <
Langin :tLOf my paper _Scmasmloglcal and Word-formational Proc et e for it in
ge Lexical Evolution" also submitted for the Qualico97 Fs L el

2. Some i itati

oresens oy 3’:]11;;; t‘r};‘nrs1 1;1 qu;ntltatlve r{lodelling of language historical development j
et 1 s‘:jrf esh and his successors. Glottochronological mol::lelel:)t ;
it by ;a xgost popular view of some general regularities of lcxic}c’)
tendencies of language ({’ere - lgfiecr;le;j;eszglf;geetm gﬂrﬂ'_lal i S gIObr;l
- - . nt. But it a i
ofgli:;it;gzlzfy d;f;flrlent rates of a core .vocabulazy decay for cll:;l-{;ea::x:: Ifaonzzamwlk T
e, ses::_me language in different historical periods. M{)reo%"i::;altllill o
ol anq rl;)ln about some possible regularities for the deca s
et (100—2000‘\;:) rdl)vc;?:;t;if;y ﬁ(:: some language, or, at least, for z c%ﬁccss of
yoish words). , there was not even drop a hi i

- ap;nm :gze ::" r:::l'gz qutoncal fate (more or less safe existenI::e 11111l I:itn(;:) S::l t;é)icr)ss‘ble
iy modél At anbl other system .features. Basing on the ideas of the word 19;"11
otanse, his pepes ;I:TI% Ij:ml \;vas experimentally studied by M. Kapitan (see ffor -
i, e peprin L, 94, v.1, N3 [Kapitan, 1994]) using data from the hist
i agn ; - from classical Latl-n to modern Italian, Spanish, Portu ¢=:S g
et sa:l)me'oﬂlers. Analysis of Slavic, Germanic and otl’1er Iang ae
sl g SO in progress at the Laboratory for General and ses

onal Lexicology and Lexicography of Moscow University.

At last, system regulariti
’ es for the process of repl
vocabul : replacement of wo i
e colxllsalidyerbe):i l}ev; (entenn' g) words and for their further existcnceng\f':?: g o
oFvourt in wafiesh s model at all. So, the whole problem of th prment was
cabulary renovation and evolution was not even put Or eyt prokess

On the whole, Swadesh'
) sh's model was highl - ;
onl y restricted onthol
on go(:slig;: Phenlom‘enolog}’ of words' falling out, not explzai:rzinéJ gil: aﬂﬁi r:ade 8 ftyeas
rate. That istgtl::azsg ;c?hl causes and m':schanizms of different languages' wo;:i?fa]ﬁ{mng
onthological (co _:at;i)ioges's o de;:lay“ was not integrated in some more corrl:;)gh::cut
; uni €) picture of lan : . .

fenovation process varying in i guage existence (including lexi

rocess varying in its degree for languages of di I—
nguages existing in different communicative fongitiozs;ilﬁ'erent typology and

3. : .
°"isi§1§£-z‘::gi? Odfafl‘(lj;dthe integration of various factors of language
on, a model of th : .
Pre : e word life cycl s
Sence of some specific ability in any language sigflc(sc; t?k: fwz:icllt)s-usl::l:altlll):; rulate
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semantic potential. The potential 18 manifested tl)iyn;(l;c “:rtilgfzee;:csi:c;; ):) -
' i i iative

— f any meaning to entcr.mt.o asso-s a i ol s
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meancanm'gs M lT‘me) acting in Natural Language communication. 1ﬁs.bssocfmsumci B
- - se : 1 o

m -mlngr semantic potential of a word is dcte.rmlxlncg and a;:; cz e eontyined
dogr pf ',ts first meaning's concreteness, "dCI:iClt)‘f of sem: O
degree]:; l time life, being used in communication, a word gra SSC};
B teatial, S ; i i i i in processes.
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associative

g during its communicative life-use (beginning
f its growing abstractness, i.e., loss of semantic
fits sense scope during each

First, in change of any word meanin
from the first meaning) in the direction 0

ile inescapable broadening 0 pe L m——
compone_ntstjﬂ :iztm; mgans that in any act of communication different speak
communicativ .

senses covered by it.
ial manifests itself in attraction-acquisition by any
process of fixing some most useful in this respect

i i me of them into new
iative li ine with senses and converting so
assoammatwc h;ks fo? ni.iamgcase means making of some components of slc;r;ear&a;t)egil
. 0 .
s 'ngst)lirca%z busi by some associative links and therefore unable (or
meaning

the same converting other senses into meanings.

Second, spending of the Potent
meaning of new meanings (in the

2
S b

ta -
abstract than each paren ’ A
o Tv:rag;;rgger?erence for a meaning (as compared to other possible ways) q
evolution

i i e relatively more abstract and
mdfl g et e blutil}: eﬁ:ﬁyﬂ;%i:rr:;mg;;Zt;;lllcarsenses-can¢jidateg for a rgie.of
fhe reforea-nminore i te T sat:bility of more abstract meanings can be explained by Iellr
a new meanns: Gbrezger sense sphere and therefore - by thelr.lesser dependegciz (;n .
aﬁlhge?iﬁoafyr i)c;? extralinguistic (sense) sphere of the meaning as compare
chan;

more concrete meaning.

. : f more and
I ing in its history and getting by a word of more &
Abstractivization of any meaning in lt:wo k1rx>1, ds of processes determining basic

ings in its history are . . language
o az:t;:;:izcs?l angy word (and, moreover, dynamics of any sign of other languag
micro-

izati t ones,
levels in their own history). Abstractivization prorc;i:sgs, as 11;‘:13 Tit;gnf;;u c;l -
N i i word life cycle. A 2
ine any other microprocesses in any fe cyc .
predzterg;g;eaxis)i,ng of all basic lexical system regularities, i.e., regulari
lrjrl;aeuszrgﬁlynamics of the whole vocabulary of a language.

g

. . .
ivi initial meaning (its produc : .

ath;VIttzb?lt:;n )Eigo;(tl)ility to resist to unfavorable factors, to exist some certain

and stabilt

ol ors ¢
1 t from language) This determines level of activity and stability of each nex
falling ou i

word meaning (bccauss_;?ty :
next meaning on the Y 7 arameters
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its predecessor) and the life cycle of the word on the
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f the mentioned above regular dependence of the ability of any

- semasiological (synonymy,

language at some certain period of time are not chaotic, they should follow some
distribution pattern. Most of words should be extremely unstable and inactive. The
greater the level of word activity or stability, the smaller proportion of words entering
some moment into a language posesses this level of them. The rarest among others
should be words extremely active and at the same time extremely stable.

4. Important step in quantitative modelling of language evolution consists in
assuming the idea of irreversibility of mentioned parameters change for any word in its
history. It determines any vocabulary (and language on the whole) inescapable renewal.
In the case of stable communicative conditions it leads mainly to the replacement,
proportional renewal of elements without noticeable change of structural features of a
vocabulary, and that of a language on the whole. But according to changes in some
typologically relevant comunicative conditions (e.g., arising of a mentioned above
significant spread of some language on some nonnative speakers of it or arising after
some period of intencive language "mixture" of an opposite situation of stable
community functioning with the absense of the noticeable ethnic mixture for some
relatively long period of time and corresponding growth of the degree of language
homogeneity of it) this eventually leads to some significant change of its typological

shape, e.g., analytic or back - synthetic - restructuring. In the case of analytical
development and corresponding shrinking of lexical vocabulary communicants
redistribute the whole bulk of lexical functions between remaining lexical items which
leads to the increase of the average functional load for each of them - increase of the
number of meanings and frequency of use. Naturally, it further leads to increase of the
average speed of a word life cycle, faster wearing out, on the average, of each of the
units of the whole lexical system and, correspondingly, to faster (but with specific
coefficients) wearing out of units of the root and affixal systems of language.

5. Someone can observe in objective language reality different rates of vocabulary
replacement in different communicative conditions according not only to mentioned
above factors, but according also to socially determined changes in the size of the
sense sphere covered by a language, shrinking or rising of some language use in the
same spheres (e.g., in the situations of becoming dominant or, on the contrary,
oppressed language in a multiligual society), shrinking or rise of the community size,
etc., and, of course, according to various combinations of all of these factors.

All this, seemingly, is in a clear contradiction with claims of M. Swadesh and some
of his successors on some constant, universal norm of changes for any vocabulary at any
time. Real linguistic evolutionary mechanizms are communicative in their nature and
should be studied beginning from the microlevel of their organization. Only this, with
the combination of the information on relevant boundary conditions of a community
existence, can give an opportunity to approach closer, than before, to the understanding

of real mechanizms of language life and evolution, to understanding language system
tendences and laws.
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-based Learning of Kanji In Kageura (1996a)
Type-based and Token
Morphemes:

, the evaluations of the different bigram measures were carried out on the

basis of token-based learning®. This is in accordance with the fact that most current statistical
or quantitative NLP systems adopt token-based learning?. However, if the statistical measure
fvo KGR Sheffield can treat rare events properly, it is expected to obtain even better performances by type-based
Science, University of Sheffie
Department of Computer ,
Regent Court, 211 Portobello St. Sheffield S1 4DP, UK

E-Mail: k.kageura@dcs.shef.ac.uk (until 25th December 1996)

learning for the analyses of terminological elements, because formations of complex terms follow

their own motivated rules independent of their actual use in the texts (Sager 1991). As the

National Center for Science Information Systems,
3-29-1 Otsuka, Bunkyo-ku, Tokyo, 112, Japan
E-Mail: kyo@rd.nacsis.ac.jp (from 1st January 1997)

Summary

We h been developing methods of kanji morpheme analysis for the empirical modelling of
e have i . .
terminology. In this paper we discuss the performance of kanji morpheme extraction and kan;;
ermin : . e . e
focusing on the effec
iti d on the same bigram statistics,
sequence decomposition, both base e .
: based and token-based trainings. The experiment shows that type-based training gives
type-base -

. L ce.
consistently better performance, which has both practical and theoretical importan

Topical Paper : 2. Application of Quantitative Methods to Natural Language Processing
o) e 2

1 Introduction

We are currently carrying out a research project AMANITA-(Automatic/ ing .M?rphele; Arcm:)-f

mulator/ion for NThongo Terminological Analysis), under which we are esta.bhshlmg' a Zc:h}; -

distribution of terminological elements in Japanese technical texts as well as d<.ave oping m

and tools for analysing basic morphological units in the texts of a g'l.ven dor.x.1am.. cacten
As part of this, we are developing a quantitative method for ?.na.lysmg kanji (Chmesq:) (;s ::rtaSks.

morphemes, which constitute the major part of Japanese terminology. There a;e tt,wJo e does.

syntagmatically decomposing kanji sequences into proper morphemes (note that Jap

2 e din
not have orthographic boundaries of word or morpheme), and weighting the morphemes according

to their ‘importance’ in the domain. . N
We have been examining the applicability of simple character based bigram statistics for these

ks2. After examining several measures such as X 2 likelihood ratio test, Yule's coefficient of
tasks”. 006 . .

llication Y. and mutual information, we found that the likelihood ratio test performs quite
colligation Y,

i ir ‘i * in the domain, as well as for
well for weighting base morphemes according to their ‘importance’ in ,

decomposing kanji sequences (Kageura 1996a).

i i i 1d,
I'Th th uld like to thank Mr Rob Collier of the Department of Computer Science, University of Sheffie
The author wo

ivi i n the draft. ) - ' N
for f"”“g detalfled comn:ie:r:ss :uch as some proper names and coordinations, kanji sequences consist of combinatio
With very few excep

of base morphne! onsistin acter).

b h es (morphem&s C g Of two kaﬂll char aCtelS) a-“d aﬂixes (COllSlstlng of one ka.njl char )
m

Thus character based blgram statistics are expeCtEd to be apphed to ka-“Jl mor pheme a.nalyses stralghtforwaldly.
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likelihood ratio test is sensitive to rare events (Dunning 1993; Sprent 1993), it was expected that
it will give a reasonable performance on the basis of type-based training. In this paper we report

the results of experiments for kanji morpheme analyses by type-based and token-based learning.

2 Likelihood Ratio Test for Bigram Collocations

The likelihood ratio test for bigram collocations, adopted as the basic measure for the kanji

morpheme analyses, is defined using a two by two contingency table as shown below.

Column variable = Second word

Category 1 (ws) Category 2 (w3) Total
Row variable  Category 1 (w;) fu = fwiw,) fiz = f(u1%7) fi. = f(w)
= First word  Category 2 (wy) fa = f(wrw,) S22 = f(@rwz) f2. = f(w7)
Total Ja = f(w2) f2 = f(w3) fo=3 flw)

In the table, the row variable is the word in the first position of a bigram. The first category
of the row variable consists of the word in focus w,

while the second category consists of the
word other than w; (denoted by wy

)- The column variable is the word in the second position,
consisting of two categories, w, and ws. f indicates the observed frequency. Thus the top left
cell f11, for instance, whose value is indicated by f(wiwsg),

shows the observed frequency of the
collocation w;w,.

Using the notation in the above table, the likelihood ratio is defined as follows:

-2 lOg/\ = 2[210gL(flc/f.c, flc, .fc) = ZIOgL(fl./f..’ flc’ fc)]

where
log L(p,n, k) = klogp + (n — k) log(1 - p)

Because the value of the likelihood ratio test does not indicate whether the association between
two variables is positive or negative, we used the sign of Yule’s Y to distinguish positive and
negative associations. Although the value of the likelihood ratio test becomes larger as the total
(f..) becomes larger, given the same ratio among cells, we did not ‘correct’ it because, in our
tasks, bigram collocations are compared within the same corpus.

3In token-based learning, if a sequence type ‘ABCD’

(each capital letter indicates a kanji) appears ten times
and ‘ABD’ twice in the corpus, for instance, ‘AB’

is counted 12 times, ‘BC’, ‘CD’ 10 times, and ‘BD’ twice, in
calculating bigram statistics. In type-based learning, on the other hand, ‘AB’ is counted twice, and ‘BC’, ‘CD’
and ‘BD’ once.

4Note for some units, such as sentences, the distinction of token-

based and type-based learning is unapplicable.
However, even when applicable,

type-based learning is not used, e.g. Hidden Markov Model based method for
decomposing kanji sequences in Takeda & Fujisaki (19¢~.
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3 Data for Experiments
In the following experiments, we used three corpora of different domains, forestry, artificial intel-

ligence, and information processing, which were randomly chosen from the ‘Database of Japanese

Academic Conference Abstracts’, a database serviced by the National Center for Science Inform-

ation Systems, Japan. Kanji sequences extracted from each of these three corpora were used for

the experiments.
The numbers of kanji sequences by length for each domain are as follows:

No. of Forestry Art. Int. Inf. Proc.

Characters | Type Token | Type Token | Type  Token
1 579 9038 556 13030 1190 196032

2501 14250 | 1974 27394 | 6866 389042
2208 4574 | 1824 6286 | 12383 88815
2565 4094 | 2844 6303 | 22653 83150
1057 1427 995 1423 | 10721 21499
564 692 661 977 | 8232 14150
252 289 231 332 | 3012 4509
111 124 111 137 | 1568 2160
9< 127 152 75 87 | 1128 1571
Total 0064 34640 | 9271 55969 | 67753 800928

00O~ O ;o W

The numbers of different bigram collocations and of different base morphemes, i.e. morphemes

consisting of two kanji characters, are as follows:

Forestry | Art. Int. | Inf. Proc.

No. of Different Bigrams 10534 8393 42329
No. of Different Base Morphemes 3992 1819 9442

4 Weighting Base Kanji Morphemes

Weighting base kanji morphemes, consisting of two kanji characters, is similar to collocation
extraction (Church and Hanks 1990; Smadja 1993; Dunning 1993). To evaluate the performance

of the likelihood ratio test as the measure of weighting base morphemes, we calculated the value

of bigrams for each domain by both type and token information, ordered them according to their

values, and evaluated the percentage of linguistically valid bigrams (base morphemes) of the top
5%, 10%, etc®.

Figure 1 shows the results of token-based and type-based learning for three domains. The
horizontal axis indicates the cumulative percentages of the bigrams from the top according to the
order of their weights, and the vertical axis shows the ratio of base morphemes among the bigrams.

The figure also shows the ratio of corresponding bigrams between type-based and token-based

weighting for each domain.

6The principal purpose of weighting bigrams in AMANITA is to evaluate their importance as terminological
n from a terminological point of view is needed (for part of this see Kageura

elements, thus qualitative evaluatio
1996b), we give here only a quantitative evaluation.
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Fig. 1 Ratlo of base morphemes and ratlo of correspondence among bigrams from the
op

Ratio of Base Morphemes (%)
{ Ratio of Correspondence (%)

Token-Based

Cumulative Ratio of Bi
20.00 40 igam
00 60.00 80.00 10000  Types in Descending Order

I?xcluding the top 5% in the field of forestry, type-based learning of bigram weight f
consistently better than token-based learning, in the sense that the former gives a hgl hs . : o
base fnorphemes among more heavily weighted bigrams. The statistical signiﬁca.nceg :rtlrla o
level is observed around top 10% to 20% in artificial intelligence. et

The ratio of corresponding bigrams between type-based and token-based learning is b
75% and 80% among the top 5% of bigrams for all three domains, and 85% to 90% ofg e
ences among the top 50%°¢. Although the qualitative evaluations of type-based aond fjl::if)::é

weighting i .
1ghting is yet to be pursued fully, bigrams scoring well in type-based calculation seem at 1
as good as those in token-based calculation. .

5 Decomposition of Kanji Sequences

Th . . .

e method for decomposing kanji sequences is based on a very simple idea: if proper weight

are 0 .o s . S
. given .to a.ll. the kanji character bigrams, they should be used for measuring the strength of

neighbouring bigram collocations within their actual occurrences in kanji sequences

Based on this simple idea, the following algorithm is used to decompose kanji sequences:

1.
Calculate the score for each bigram ueing the likelihood ratio test
2. Using the scores, apply the folloving procedure:

decompose_string (string) {

if (length of string <= 2) {

W ithi h r gr g COrIT enc T l"elellt
n lghly anked bi ams, the cor l(-'spondence is much hi hel than 0 eSpOﬂd nces betwee d
Mmeasures. F \ 4 CO! Wi atio and the
or lnSta'ncel the a erage l'!'espondellce in the thlee doma"'ls bet een the llke“hood rat d th
measures based on tokens are: 5 5% 8 0o T pectlvely

Ot]le[ H 6.7 9 ’ 7 .915 and 96.345 f01 the 9 09 3

(] 0 tOp 5 0, 20% and 50 €S i 3
between the llkellhood ratio test and X ’ 19.67 90. 60-95;0 and 90-3630 for the top 5’0, 2050 and 50;0, betwee" the

hkehhood ratio test Y Y, and 16.5 9 59-535 and 90. 90 for the to 5‘7 209 an 9 Wi the
and Yule 8 1% (] d P
> 22
] 0, (] d 50 0y between




6 Conclusion

return string;

} else { he results o Vi w Yy
T res ltS f i
the a.bo (S experlments sho tha.t, b choosing an appropriate sta.tistical measure, we |
H

divide string into head and tail,
at the point where score is minimum; . F
can obtai .
n significantly better performance using type-based learning for analysing Japanese kanii
nji

decompose_string (head); .
morphemes. This has some practical importance for language processing applications. First]
. Firstly,

decompose_string (tail); the si £
as the size of traini i ;

training data is smaller in type-based learning, the processing efficiency impro
ves.

}
S - . .
econdly, it is possible to analyse the data which does not carry token information, such tri
, as entries

1 ion. " Jl | ’ of dictionaries, etc., which is ver important for the AMANITA project, because there
' y ’
. ' ' ] are many
The result of the decomp()s tion, app ed to kan 1 machine-readable lists of technical terms, which constitute very useful background resources for

are as follows”:
quantitative terminological research if they can be properly analysed

No. of Type-Based Learning | Token-Based Learning S
o f. . . )

ar we have been discussing the difference between type-based and token-based learni

- arning

Sequences | Success Percentage Success Percentage
Forestry 11352 | 9580  84.39 9604 84.60 from the point of view of performance in morphological analyses. However. although
i Somgio s . g ou
Art. Int 15545 14852 95.54 14696 94.54 Investigation is required, the result can be interpreted from a linguisti = . s .proper
systematicity of structure of simpl _ guistic point of view, i.e. of
simple and complex lexical items per se, as distinct from their actual

215854 | 205647 95.27 204756 94.86

Inf.
TOC ’

In artificial intelligence and information processing, type-based learning performs significantly o )
possibility of estimating the performance of morpheme analyses

better than token-based learning. Only in forestry token-based learning performs better, but the

cally significant. The overall average accuracy for the data References

performance difference is not statisti

used here is 94.78% by type-base training, and 94.36% by token-based training.
If we ignore the relevance of weighting morphemes in each domain and purely focus on the

performance of decomposition, it is possible to use the likelihood ratio values calculated by the

mixed data. The following figure shows the result of decomposition based on the bigram values

calculated for all the three domains together:

No. of Type-Based Learning | Token-Based Learning

Sequences | Success Percentage Success Percentage
Forestry 11352 9761 85.98 9505 83.73
Art. Int 15545 14883 95.74 14704 94.59
Inf. Proc 215854 | 206425 95.64 204868 94.91

In this case, type-based learning outperforms token-based learning in all three domains. The
average accuracy by type-based learning is 95.19%, while by token-based learning it is 94.37%.
In any case, type-based learning performs better than token-based learning in decomposition.

This result is comparable to the Hidden Markov Model based decomposition developed by
Takeda & Fujisaki (1987), the best known performance for kanji sequence decomposition so far,
but much less training data. Their method gives an average performance of 95% with more than
one million characters training data®, and 97% with heuristics. With a few general post-processing
heuristics applied to the result of type-based decomposition, our method gives an average of

96.89% accuracy for domain dependent training, and 97.00% accuracy for mixed domain training.

7Figures are based on running sequences.
8Whether their method works properly by type-based learning is not reported
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mathematical model for the distribution of word length in texts is

Abstract. In this paper, a simple
proposed. Assuming that words may be analyzed into morphemes, such that both the number of
d follow the Poisson distribution,

syllables per morpheme and the number of morphemes per wor
one obtains a class of probability distributions, some of which have turned out as useful models for

texts written in Eskimo, an agglutinative, morpheme-based language.

1. Word length and morphemic structure: basic assumptions

on in texts did not consider any

specifically morphological properties of the languages in question. Hence, it is natural to ask
whether it is possible to supplement standard, e.g. synergetic, approaches with some
account of the morphology involved. Thus, word length in terms of syllable number in a
strongly agglutinative language might be viewed as depending (a) on the distribution of
morpheme length in terms of syllable number — henceforth syllabic distribution — and ()
on the distribution of word length in terms of morpheme number — henceforth morphemic
distribution. As for the two ‘composing’ distributions, the research work done so far
suggests assuming some member of the Poisson family. Indeed, I shall simply posit the
simple, possibly displaced, one-parameter Poisson distribution as a model for both the
morphemic and the syllabic distribution. These reflections result in two basic assumptions:

1. The morphemic distribution (i.e., distribution of word length as expressed in
number of morphemes) is a simple, c-displaced Poisson distribution with
parameter b, where b>0andc=0,1,2,...

2. The syllabic distribution (i.e., distribution of morpheme length as expressed in
number of syllables) is a simple, d-displaced Poisson distribution with parameter
m, wherem>0andd=0, 1, o N

The average number of morphemes per word is easily seen to be b+c, whereas mean
heme amounts to m-+d. Linguistically, values bigger than 2 or 3 for

syllable number per morp.
the displacement variables ¢ and d are hardly plausibly, however. Mutual independence of

all pertinent random variables s assumed for all deductions that follow.

Most previous attempts at modeling word length distributi

It should be emphasized at the very outset that the above assumptions fall short of giving a
sufficient characterization of the factors that must be expected to exert influence on word

length distributions actually observed in texts.

2. The resulting class of probability distributions

The above assumptions suffice to generate a class of probability distributions that model
word length in terms of syllable number. In this preliminary paper, I shall only give the bare
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outlines of the mathematical reasonin
utlines g. Let P(b, c, m, d, I) denote the resulti
distribution, where b, ¢, m, d are defined as above and / is the number of sylll:bgl;: (():gelzf:g

x-d
length), ! > cd Let z,(a,x)=e™

(x—d)! denote the d-displaced simple Poisson

distribution with expectancy v w. - y gen ng
. alue a+d, where x = d, d+1,... The probabili i
> . > P X 3 lt
function (pgf) ofj P(.b, c', m, d, I) can be obtained by functional compgsition of thee pegrfa’zl of
the composing distributions. Since the pgf of « d(a,x) is G, (s) =5 eV th 2
€ Blbscom il ad , the pgf Gp(s)

(1) GP(S) e Gb.c(Gm'd(S)) — scd . em(:—l)+b(:"e"'("”_l).

To find a way to calculate the values of P(b, ¢, m, d, I) directly, we observe that

( \

| |

@ PGcmdh=2)x(bi) 2 [lz.mn)|
i=¢ ("l-—-"') X *

sk )

flst;';; tﬁle outer sun;) ;xdds up probabilities for all possible numbers i of morphemes a word of
es can possibly consist of. The meta-symbol @ is taken her:
: si . to stand normally for th
integer part of //d, if @=0, however, it has to be re i Ak
4 : g placed by the infinity symbol c. The inn
s;nn;,rpllllztggfczr;ﬁﬁabbreylatid as o(m, .d, I, i),_ sums up probabilities for all possib(la;
, gurations®, i.e.,, possible partitions of / syllables among i ordered

morphemes with a minimum syllabic 1 C
distribution as defined above. yllabic length of d, where m is the parameter of the syllabic

o(m, d, I, i) can be represented by employing its pgf, we get

1

3 o@mdli =%(s‘-e"“"")‘|'=0 %

filzsﬁe;teion oflthis into (1) gives, after some tedious calculation, the following formula, which
: s a class of two-parameter (b, m) discrete probability distributions generated b
nserting arbitrary integer values for ¢ and d: ¢ g

4) P(b,c,m,d,l)=f_—i 1 [IJ-(di)!-b'-c-(im)"‘".e-"'"

l! ,~=,(i—C)! di

For zero displacement values (¢, d = 0 RO
distribution type A, viz. (, ), (4) becomes identical to the well-known Neyman

5) P(b, 0, m, 0, 1) = e"bl.'mf . ii’ .(be'm);

i=0 i!

With both displacements set to 1, formula (4) turns into
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P_—ﬁﬂr

- —_
ﬁ

4 el £ _ W
(6) PO, 1Lm1LD= %Z(.)'i-b"‘-(im)' e, .
MraV Finally another probability distribution

|
which does not belong to the Neyman family of distributions. a(m = Tv‘ ( A ) m-t J
m' M 4

3. Empirical relevance of the distributions

which is derived from a birth
and death proc i :
The denpendenc process as a stationary distribution, i
patterns I;or Finn)', l?f Pararr}eter. values on word lenght is examined thog, s fted © e gara.
ish. We will discuss different attempts of explanati'on S QDI GiGrent I

Hitherto, the two members (5) and (6) of the class have been tested for empirical adequacy,
if only for a small corpus of twenty traditional oral Eskimo narratives. The language of these
texts is the Nunavik dialect of the Inuktitut branch of the Eskimo language family. A highly
agglutinative language with complex morphemic structure, Eskimo seems to be a particular

qualified candidate for the basic assumptions proposed above. Out of the texts checked, 18 References:

could indeed be fitted to the (usually one-displaced) distributions in (5) and (6) P =

0.01); of these, at least 13 may even be said to fit well (P(Xz) > 0.05). It is likely that CHITASHVLL], R. J. & BAAYEN

improvements in the fitting techniques employed might lead to considerably better results. » R. H.(1993): Word frequency

g

' all checked texts can be fitted to the Hyperpoisson distribution and that (5) and (6) can
often be used as a good approximation for this distribution.

RAPOPORT, A.: Zipf's Law Re-visi
» Al e-visited; in: H. Gui
(QL 16), Brockmeyer: Bochum 1982. FEien SEL Smpay (LY (Sludies onrZiphs Lav;

The final version of the present paper will contain fitting data for more Eskimo texts as well
as for some further text corpora in other languages.

4. Further perspectives

I shall merely note some important points that still need consideration with respect to the
probability distribution class defined in (4). I expect to include at least some of them in the
final version of this paper.

e As said before, the empirical usefulness of the distribution class must be
demonstrated on the basis of a more extended text corpus including materials
from different languages. It would be interesting to see whether, €.82.,
agglutinative languages may, in general, be fitted more readily to these
distributions than, say, more isolating ones. In view of the utterly reductive
character of the proposed model, however, this does not seem to be very
plausible.

o The empirical adequacy of positing 2 simple Poisson distribution for both
morphemic and syllabic distribution must be tested against reasonable
alternatives, particularly the Borel distribution, which has already proven to be a
valuable instrument in word length modeling.

e In the proposed model, the two parameters receive a direct linguistic
interpretation; this is perhaps its most salient feature. To take an example: In (6),
b is the average morpheme number per word minus one, and m is the average
syllable number per morpheme minus one. It should be tested whether the values
obtained through the fitting process do indeed correspond to observable average
syllabic or morphemic lengths, in spite of severe methological objections that
such a hypothesis has to face.

o It would be important to include some details on the fitting mathematics that is

adequate for the distributions in question.
A very difficult problem is the question how other word length determining
factors might possibly be integrated into the above quantitative analysis.
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Zipf-Mandelbrot law is applied to classes of words of equal length. The frequency spectrum of
Zipf-Mandelbrot law is given by

ot m) = L e—— (1)

m' (m+1)Y

where m denotes word frequency and v is a positive parameter (see e.g. Chitashvili & Baayen
1993). According to the mean value theorem of differential analysis for each m>0 there isa
& e [m;m+1] which satisfies

The distribution
= ___'r— : - 1, = _L
a (m = —5 i y>-1, T .E:Fomvu (3)

is therefore applied to the frequencies of words with equal length. Using data from the CeleX

database for English, Dutch, and German, we obtained a satisfactory fit for all classes of lengtl

Parameter ¥y, however, is variing with word length.

English, Dutch, and German show a similiar pattern. Parameter Y takes on negative values f(c)lr'
short words (3 or 4 letters). Its value increases monotonously as the word length is increast™
crosses the zeroe line and finally reaches a constant level (0<y<1).

Negative values of y are in contradiction to the Mandelbrot’s derivation of the Zipf-Mandel_----'-
law (see Rapoport 1982 9f). Correspondingly equation (1) does not yield a proper p i
distribution for y < 0, in contrast to equation (3). The negative values of vy can be explaiﬂe-
the fact that words of equal word length do not differ much in effort of articulation. Howeve
cannot explain the Finnish Data from the Oulu-corpus, which reveals a completely difi==
behavior of the parameter .
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The paper deals with language behaviour of language users in a
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correspondents of the Language Service, The Czech Language
Institute, Prague. Some features of their behaviour are modelled

and motives for their behaviour analyzed.
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1. Language Service as a dialogue

The topic of this paper belongs to the sociology of

language. It deals with language behaviour of language users in
a concrete sociological role - in the role of questioners, or

correspondents of the Language Service, The Czech Language

Institute, Prague. I shall attempt to model some features of

their behaviour, using methods of mathematical statistics and
probability theory, and to find motives and reasons for their
behaviour.

Language Service is an institutionally organized form of
language treatment. The main task of Language Service, as it has
been performed in many European countries already for decades,
is to answer questions about language asked by the speakers of

a language. Anybody who has a language problem and wishes to get

some information about his/her mother tongue, may call, write 2

letter or make a personal visit to the Language Service of 2

i:

particular countr
Y. He/she may ask
+ €.9., how to spell
or

lr

L . . .

service.

I ) .
consider the Language Service to be a dialoque betw
een

13 . )
lnguists and the public. The public ask and the 1linguist
i uists

énswer. But, at the same time, linguists also receive
information. My point is that enquiries from the public represent
a valuable source of sociolinguistic information about actual
problems of language use, as well as about users themselves and
about their attitudes to language. The importance of this

infor i i i
mation lies in the fact that it has sometimes immediate

as language managers.

2. The database

The data are taken from an eleqtronic database of questions
of the public and answers to them. The database was started in
the Language Service, The Czech Language Institute, Prague, in
1992 and its size has been permanently growing. Each database
record contains information of several types.

3. The sample data

From the package of information in the database I have
chosen two items which I am going to discuss in more detail:

(a) social/professional groups of enquirers |

(b) topics of queries.
The question to be answered sounds: What can be said about the
Mutual relationship between a and b?

4. Statistical processing

Statistical processing of the data offers preliminary




?————»7

answers to several issues:

4.1. If a letter arrives (or a phone call is made) in the

Language Service, then what is the probability that its sender

j i i i ar
questioner is a person/lnstltutlon from a particul
or

social/professional group? (The task is to find a probability

distribution which will properly model the observed distribution

. . . ) 1
f values = number of queries from various social or professiona
(o) e

groups).
4.2. Is there an association between the appurtenance of

questioners to one of the ten social/ professisonal groups of

: . :  os?
questioners and a typical or less typical topicC of their queries

The association/dissociation is tested. A contingency table 1s

created for this purpose.

4.3. To what extent are the linguistic interests of each of

I

ion
what extent are they dispersed? As a measure of the concentratio

j ! t rate has been used.
of questioners' interests Herdan s repea

4.4. What are the language interests, oOr problems of an

. . . . . . he
average questioner? (What is the linguistic justification of t

notion of "average questioner |
sis of our data is still tentative and

l|?)

The statistical analy

i i i ope
much more work is needed to make it more reliable. Still I hop

L ioitie
that the results achived so far have shown that, 1n principle,

i is an
an electronic database of the Language Service documents, 1

i i in
ffective tool not only 1in consulting practice, but also
e

i i nowv
sociolinguistic analysis. It is relevant for linguists to k

in their questions to the Language Service.

T
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Application of method (multidimensional scaling) to quantitative study of dialects
(dialectometry) with special reference to Finnish

SUMMARY

Earlier research into the use of multidimensional scaling for presenting — and revealing the
patterning in — complex or extensive dialect data has proven promising. Such studies require
a machine-readable data source. For Finnish, the principal source is an out-of-print dialect
atlas (Kettunen, 1940), which we are now putting into machine-readable form. Issues we
consider include: data entry, error estimate, translation of typography, generality of data
formats, intellectual property rights, and availability of original data sources.

1. QUANTITATIVE STUDIES OF DIALECT MATERIAL

We have been exploring the use of a computer-implemented statistical technique, called
multidimensional scaling (MDS), for transforming detailed dialect information into more
comprehensible pictures that resemble geographic maps (Embleton, 1993; Embleton &
Wheeler, 1994, 1996). MDS is a useful (and increasingly used) technique in linguistic
application; see for example Jassem & Lobacz (1995).

Our work until now has been on English dialects, employing an existing (although very
recent) computerized version of the standard work on English dialects, the Survey of English
Dialects. This computerized database was graciously provided by Prof. Dr. Wolfgang
Viereck, of the University of Bamberg in Germany. The data provided, and we used, the
linguistic choices on a list of 169 phonological, morphological, syntactic and lexical items, of
speakers at 313 sites in England, to generate more than 50,000 linguistic “facts”. These facts
were transformed by MDS into a two-dimensional map in which sites with similar linguistic
patterns are near one another.
~ No geographic information (such as map coordinates or latitude and longitude) is
involved. Still, the resulting maps strongly reflect the actual geographic location of the sites,
which is what we would expect from our understanding of the correlation between geography
and dialects. The surprise is not from the correlation, but from the fact that we can see the
Correlation on one sheet of paper.

There are also relationships that contradict geography, thus highlighting where factors
Other than geographical distance must be at work. For example, on our maps of England, the
South-west is closer to the north-east than it geographically is. But these are also the

Interesting observations for dialectologists to explain, for example by social, political, or
historical factors.




i i i The Isle of Man, remote from
relationships are artifacts of the process. i
evcfyﬁirgfalsh: dialect, stiﬂ ends up tolo near onfa: \E%c% fosrpgrllg;léetrhggg?g&xiigg‘c.lraw
i three-dimensional maps as
Mo _Welarevtgorl%t:g ?lgal MDS alone did not generate very readable maps. V\tf)t; ct;a;getc:n gsrg
t hlzizzless’,to label and colour the maps so that the relationships in the map
ec

obvious.

2. THE CHALLENGES

i 1979; Embleton, 1987a,
i earlier work (e.g., Dobson & Black, -
Qur S‘.“gfsl'ﬁarflgai?zﬁgﬁg that MDS worked on srpal! amounts of data. D(;bsglx:i l% ?3{;};
19817 b; .thasé\;eral Australian languages, and used their linguistic similarities ;) Tl e
?Staxgth\f; reflecting their geographic distrib{;tl?lfésvx;tgngn% 11?]361‘:31{?){1110?18957 g e o
wing patterns between languages. Shalit ;
por;?ved Em%ll pilot-studies using English dialect data. -
w But models that work on simple cases can gull fail onh((;)awse; ;’11 o cguld S O
i ich dialects was partly to determine ;
()u;'\ e ;vxtt; Etlcl)gtlkllsél vdglaume of dat% — tens of thousands of data points — th;; :;o;gllglg
E:e;mglgvl;fh ap ir)u:zyticm:—.ll dialect atlas. With suitable adaptations and extensions, we
8 sfflitislfia(l:luzlri);l?cstlsuﬁbwever, are a well known situation. The magm_levehdgle%r)rlr?go}} ttlgg
e i oy s Eoih s vas e SOMPCTL A Ul o
i ili us as English- [S. _ i
e t?é?g fg;:tl:;;]a: &10211 data is ngot computerized, the r_nacrp-l-evel dxglelctol?fr)r:l ill?alrefg
l\\afglglﬁ%?ﬁec‘iv the lipnguistic history is quite different, and the linguistic data 1s less
e ively and reliably collected as
inni t case. The data has been extensively llecte

Hpmmsgb?gg?dsgf haﬁatssform. This standard dialect atlas (Kettunen, lgﬁpc)hlzr :!;;13(1%
w% eanscgd but exists in its complete form only in out-of-print paper copretsh(wm :.3 e
realer db their owners), although a subset of the data (exhibiting some Of the 9 “reguced"
:;iail:ct fgatures) has been reprinted in a much smaller book; neither the full nor the

i i is machine-readable. '

vers'}%n Ofg'gl:isd}llalcfi?i:gaiilliamﬁon is perhaps better understood at a mlc_:rol-lewz_lt ﬂ:j?}lfeizn&:

hol e:In 1an case, this non-Indo-European (Uralic) language 18 superficial %thlg r? A
:lvl . %in lishyln a&dition, the volume of data was several times larger t{léilg desomge e s
seitir:ve ugsed If there are methodological problems to encounter, we should fin

here.

3. THE COMPUTERIZED DIALECT ATLAS OF FINNISH

innish di d others generally) we are
ili ly study of Finnish dialects (by us an ; - 1
;%a%;gl;a égn?;)%tsé?r%laaéa)lgle dat{t set for the exl%mg Dialect Atlas of Finland which we cal
[ i of Finnish (CDAF).
the %mput?ff g an:g: c;lrn,gt%so gites at which data has been gathgred. Eacll;‘m.a.pl?e;f?l &p (t)c; 1113
: ai{e z4;,1--8) features, giving us up to 1.8 million dialect facts” for gé% 1fr£1t2) .
E(t)y?%ctin?es more data than the English data set (which had roughly 53, )

Work Plan . .
Our plan of work is as follows:

- - ) . se
%aet?u?\?g glfdtéo;hotocopies of the out-of-print Kettunen atlas, from sources in Finland. The

i i ier to read,
photocopies have been made in a considerably enlarged version, to make them easie

and hence the data entry less tiring and more accurate.

- - - e - den
We have the appropriate permission from the copyright holder, Suomalaisen Kirjallisuu

Ja-ls,
Seura (SKS [Society for Finnish Literature]), not only to use and photocopy the matert

but also to publish any materials resulting from this research, including the distribution of the
resulting computerized database, either on our own or in conjunction with SKS.

Data set design

The data set format and layout have been selected to be useful beyond our own application.
It is largely based on what Viereck used for the computerized SED data, with some
modifications and adaptations based on our experience with his format in our previous
project.

Utility programs to facilitate fast and accurate data entry have already been written and
tested.

Data transfer

A trained staff of student assistants will read the hard copy of the atlas, and enter data into a
data collection program. Work methods will be rigorously defined, as consistency of data

entry is paramount. Work will be spaced out over several months to minimize inconsistencies
from fatigue and loss of focus.

Verification

Data verification steps need to be a part of the work assignments. Not only do we want the
work to be very accurate because we expect this will become a standard reference for others
to use, but we also want to express a numerical measure of what we believe the upper bound
on residual error is. This is a non-trivial problem. Our current plan is that we will test random
samples of the data, and compare for discrepancies, rather than doing double-data entry.
Better would be double-data entry, because this provides a check of every entry. However,
double-data entry is likely to be prohibitively costly in person-hours.

There will inevitably be rework resulting from the data verification step.

After completion, the data will be used in our ongoing research, particularly (but not limited
to) MDS-related research on Finnish dialects.

Presentation for Research Use

We expect the data to fit on a small number of diskettes. It will be packaged with a
description of how to use it, and how it was prepared.

The diskettes will be available for distribution at cost, from us directly as well as from SKS

in Helsinki. We will only ask that proper acknowledgment be given, and that users report any
errort to us, for correction.

Although the project is not yet completely funded, we have been able to acquire the base

data, design the data sets and confirm the feasibility of our approach by doing some data
entry.

4. ISSUES AND CONCERNS

Although computerizing a published data set is intellectually straightforward, there are a
number of practical issues to face:

Software

The use of custom software applications for data entry adds to the project the complexity of
ensuring the software works correctly, and functions in the various computer environments
we have. The alternatives would be to use:

A standard database package. The database still needs to be designed and implemented, but
the behind-the-scenes programming is done for one. However, one is then restricted to the
Capabilities and data storage formats of that package.

A simple data entry scheme, such as using a word processor to create the data files. Here, the
risk of making errors in formatting is much greater than in a customized system that only
permits acceptable entries.

For us, the custom application was the appropriate choice, because we had the ability to
Create it, and it gave us flexibility in shaping the output, as well as control over the




tances, though, other choices would

performance ~f those doing the input. In other circums

have been acceptable. ‘ '
The accuracy of the data entry is a concern when the body of data is as large as this, and the

odds are that even the most careful of data entry people will make some errors. We address
this situation through a combination of “‘process control” and “gtatistically-based testin g’

Process Control o .
For each printed map, the data entry application presents the data entry person with each site

name in sequence and a list of only the valid dialect features for the current map. The person
selects (with a mouse click) the right choice of feature for that location, and is moved to the
next site name. Although it is easy to move back and forth in the data to review and revise,

normally the data entry person has only to concentrate on the printed map.

Statistically-Based Testing
As part of reviewing and revising the data set, we intend to count the number of observed

errors. Through standard statistical techniques, we can predict how many residual errors are
in the data set, and adjust our search accordingly. As a bonus, We will be able to publish an
upper bound on errors in the data set, so that other researchers know what they are using. As
mentioned above, we will also expect all users to report any errors that they discover to us.

Data Format
The format of the computerized data needs to be such that a variety of researchers will be

able to use it. Of concern to us is:

Having the data usable over a long period of time (decades or longer, as this is a standard
reference work), and therefore probably outliving any current software package or database.
Having the data accessible to researchers around the world, who can be expected to use a
wide range of computing technology.

Our strategy is to keep the data layout simple, avoid proprietary Or highly specialized
formats, and be prepared to reformat data if circumstances demand.

Special Characters

Finnish uses a slightly different orthography from English, and in addition the Kettunen
Dialect Atlas has a variety of typographic characters and even some hand-drawn ones to
represent particular dialect features. We have made some substitutions in representing these
marks with the character sets available to us online, but in general we have been able to deal
with the situation in ways that will be transparent to other users and without ad hoc solutions.

5. OUTLOOK

We expect that the creation of the Computerized Dialect Atlas of Finnish will take at least
until 1998 to complete. At that time, we hope to have a tool for use not only in our own
studies of quantitative methods for dialectology but for a wide range of scholarly studies in

dialectology and in Finnish.
We will be pursuing our investigations into multidimensional scaling and other related

work on making large data sets comprehensible and manageable. It is our hope that others
will also be able to use the growing power of information technology and this computer-
readable data to further their investigations of language, dialect, and Finnish.
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An explorative method concerning word classes

Gejza Wimmer, Gabriel Altmann

Abstract

For any classification of linguistic entities two very general hypotheses can be set

up:
(1) If the classes of the taxonomy are ordered according to decreasing
frequency then we obtain a regular rank-frequency distribution. There are many

corroborations of this hypothesis (Zipf's law, Zipf-Mandelbrot's law, diversification
laws, etc.) having many different forms.

(2) The classes of the taxonomy are in interaction, i.e. they compete oOr
cooperate with oneanother. This hypothesis is corroborated by the whole
qualitative linguistics whose main problem is to show the interaction of some
ds of grammar). However, in qualitative linguistics they

classes (cf different kin
have a rather deterministic form. From the quantitative point of view it is possible

to develop methods enabling us

(i) to show statistically significant interrelations of classes and to display

them graphically,
(ii) to characterize languages, genres, styles, texts quantitatively and/or
graphically and
confidence intervalls

(iii) to compare these entities statistically by means of

or tests.
t to show a simple method using the linear model

In the present paper we wan
for solving problem (21) as applied to classiccal word classes. The method, if
applied to different languages or texts, can show whether the classification is

stable or simply ad-hoc, i e. whether it is adequate for specific purposes (general

linguistic, grammatical or stylistic).
The method is exemplified on wor

developed.

d classes of German and will be further
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STRUCTURE OF LANGUAGE - A QUANTITATIVE APPROACH
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India. Tel. 91-33-240 0906. Fax.033-91-247 9926. |
Summary : The relati i
tﬁzelfizfdvoizbgﬁzgg:gizéﬁsgizgefg ;:eiEEZ?EZEiﬁHd Ehe Epcom g phe
nged by many of the scholarz.pTizomEQZSent pap
er

shows how structu i

i : ralism i

Hite LinEHLsta.cE. can help to view the matter through quantit
ita-

and also

The significance of the guantification concerning the lingui t'-
| istic
sfructure, lies on the degree of the independence between the lingui
tic symbols and the semantic content of it. This independence o
W
observed by de Saussure in earlier fifties which was later N d
on e-

veloped by Trubetzk i
oy and his followers i
nto the system of
the phono-

logical oppositions (privitive, gradual and equipollent ) in Pra
school. This was the structuralism in phonetic level. Now, goin g:e
to de Saussure's conception of language, the signifier and the g 'ac%
fie' are inevitably required for the formal analysis of langua es;gnl;
. . o
on.hls idea, the total conception of structuralism has arisen gh' hSe
still requires further modern linguistic thoughts. o
Coming back to Trubetzkoy's principle of phonology and the independ
ence of linguistic form, the later is actually the case between the
g%ammatlcal form and the particular lexical item. The grammar deals
with the general facts of the language where as lexicology with the
particular. As per Jesperson, ~rat' denotes that particular animal is

a special fact which
concerns that word alone
, but the formati
on of

the plural b i
y adding the sound -s i
is a general fact bec i
ause 1t con-

cerns a great man
y other words as well
: plays, bats, book
‘ s etc. But
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this is also not totally correct since any lexical item cannot be used

for every grammatical form.

Now, if we take quantitative linguistics as extension of structuralism

‘to the vocabulary and syntax, for a statistical parameter there must

exist a certain degree of independence between the linguistic symbols

as stated earlier. On the phonemic level, structuralism is a matter of

independence between the sound and the meaning of individual word and

on the vocabulary level, it is the matter of independence between the

frequency distribution of the linguistic forms and the content of the

literary text.

Now, taking any literary text and arranging the vocabulary used once,
£WiCE sseesee: N times, we can come to know the distributional pattern
of the classes in which the words used once (the largest class), twice
(the second largest class), thrice etc. and so on. In this way we can
reach the vocabulary items of the less general and less fregquent
class. So, we can find the items more fregquent i.e. more general in
use and also the items less frequent and less general use. It may vary
from text to text. This is the general pattern, no matter what is the
content of the text. Since continuous texts differ in the grammatical
arrangement of the vocabulary items as well, the statistical concept
of the use of the words can be regarded as the higher degree of struc-
turalism. This is the most interesting fact that how Trubetzkoy ex~”
tended the fundamental principles of Phonology. He has seen it as the
device of the distinctive function of the phonemes in terms of the
lexical items used for the purpose of grammar. Now, coming to the
frequency of occurrences of the lexical items, the advent of Stylo~

Statistics 1is remarkable. The formulation of the basic relationshiP

between the vocabulary frequency and the style of a certain larguage

E i -
remalins same lf we exchange tlle Sty le' fOI language and V.]. ce ver sa.
Therefore, on p [} .C ve t ele"lellts \% g nc 1ve

f . .
u“(:tlolls or on the lexlcal level tlle elel“ents Of fleque,ncy help us t()

consider the style and the language as one.

The i 1
important fact here is to be mentioned is that, Yule

flrst p Y' ] y 0] y y I'ole (II re-—
5

que“cy Whele the frequenCy Of use was Clall“ed to be a Style ()f d

llte.[ary Cleatl E
Oone. He llas a Cha[actel lgtl(; dellote(i as K (lell()1
lng

l g g Y p . g -
anguage as well as St .].O StatlStlc ala“leter But Elle ard S dlsl inc
B

SSs k .
thelleS. Iat (e} t St fele t consi er w
1 CharaC eri 1Cs 1s Sonlewllat dlf n If we d

stands for style .

PR , we can
get the following equation -
f._ = style (j)/ language (i)
1]
f.1 = style (1)/ language (i)
i

And from the above equation we get,

W‘ = f /f W
3 ij i1 1
Analysi 1 i
ysing this, we get, the difference in style, because th
frequenc e .
q Y between the sample and that of a particular writer i th
frequenc i N e
q y for a word in the vocabulary independent of the particul
i
vocabulary item. o
The isti i
refore the distinction between the grammar and the lexi h
con on the

level
extended upto the vocabulary statistics is essentiall
Yy one

betwe
en the general and the special facts of the language. And it i
2 i is
the i i i
vocabulary statistics which creates the differences bet th
ween e

1allguag Y y ) t us
e and the St ].e (ln terlllS Of the freque'lc EIEIIlentS and h

tlle pre t p p V1c¢ geg g g an y
sen aper envilisa to lll llll ht llow St[utu[dllsm can al se

t
he fact through quantitative view point.







.

Dr. Karl-Heinz Best. Georg-August-Universitit Goéttingen, Seminar fiir deutsche
Philologie. Humboldtallee 13, D-37073 Gottingen. E-mail: kbest@gwdg.de.

Topic: Theoretical linguistics
Project note

7um Stand der Untersuchungen zu Wort- und Satzlingen

0. Summary

This paper presents the project on the distributions of word length and sentence
length carried out mainly at the universities of Bochum and Géttingen. The project
aims at discovering the laws controlling the frequency distributions of these and.
perhaps, further entities. Up to now, more than 30 languages have been

investigated with promissing results.

1. Vorbemerkung

Seit 1993 werden in einem Projekt zur quantitativen Linguistik. das m Kooperation
mit G. Altmann (Universitit Bochum) an der Universitét Gottingen koordiniert
wird, Daten zur Verteilung von Wortlédngen in moglichst vielen Sprachen (bisher
iber 30 Sprachen) ecrhoben. In Ergdnzung dazu wurden inzwischen auch
Satzlangenverteilungen in ca. 250 deutschen Texten durchgefiihrt. Dieses Papier
soll einen Uberblick tiber den Stand der Arbeiten vermitteln.

2. Theoretische Grundlagen

Die theoretischen Grundlagen der Untersuchungen zur Wortlidngenverteilung
wurden in Fucks (1955/ 1955a), Grotjahn (1982), Wimmer/ Altmann (1996) sowie
Wimmer u.a. (1994) gelegt; in diesen Arbeiten wurden folgende Vorschlage fur
die Verteilung von Wortlidngen in Texten unterbreitet:

W. Fucks (1955/ 1955a):
— verschobene Poisson-Verteilung (Annahme It. Grotjahn [1982: 55]: “daB die

einzelnen FEreignisse voneinander unabhéngig sind und mit einer konstanten
Wahrscheinlichkeit auftreten.”);

R. Grotjahn (1982):
— verschobene zusammengesetzte Poissonverteilung (= verschobene “negative

Binomialverteilung” [Grotjahn 1982, 57f.] Annahme: “Es diirfte jedoch weit eher
der sprachlichen Realitdt entsprechen, wemn man annimmt, daB zwar jedes
einzelne Wort einer verschobenen Poisson-Verteilung folgt..., daB jedoch die

Wahrscheinlichkeit nicht fir jedes Wort gleich ist, sondern in Anhingigkeit von
Faktoren wie (sprachlicher) Kontext. Themawechsel etc. variiert. Dies bedeutet,

daB der Parameter © der ver '

‘ ; schobenen Poisson-Verteilune
Zutallsvanabfle anzusehen ist” [Grotjahn 1982: 55] CIDLI::-EI
Gammaverteilung fiir © kommt Grotjahn - "
Verteilung als Modell der Wortlinge.).

G. Wimmer u.a (1994: 10
4. : 1) gehen von der An
Wortlangenklasse P, in Text i 7 nahme aus. daB die
xte "
P, ~ P, 2 0 proportional zur Wortlangenklasse P, erscheint:
Nimmt man an, daB zwischen d 5
) en Wortlin in konstantec -

Hersah lanauda i ety genklassen kein konstantes Verhiltnis
PE =g(x) P,
g(x) kann verschiedene Formen annehmen: i

) en; .
Funktion annimmt. kommt es sy ; Je nachdem, welc

= einer ganzen Gruppe von Funktionen. d ST

Hyperpascal-V., die : wuonen, darunter die Hyperpoisson-V., die
Verteilung, negative  Bimomialverteilung  oder die
G. Wimmer/ G. Altmann (1996) - .

. . : erwettern d
Einbeziehung weiterer Funktionen. 1eses Konze

Die beiden zuletzt genannten Arbej i
i eiten bil : -
bisher durchgefuhrton Untersuchungon ilden den theoretischen Himntergrund der

seibst wieder ajg
Einsetzen einer
zur zusammengesetzten Poisson-

he spezielle Form die

Palm-Poisson-

pt zu einem System unter

3. Zum Stand der Untersuchungen

Es werden moglichst viele Te 5oli

: xte aus moglichst viel . .
Streuung nach Zext., Textsorte und Autor vgird ang\gsetrzrtl)tspra(:hen bearbeitet. Eine
Bearbe1tungsprmz1pien: vgl. Altmann/ Best ( 1996). .

3a. Deutsch

Gegenstinde:

Ahd.: ﬁ})emicgend literarische Texte;
Mhd.: literarische Texte und Rechtstexte:
Fahd.: Briefe, Tischreden; ,

Nhd.: Briefe, viele P
- > ressetexte der neuesten Zeit; .
(z.B. Gedichte) nur sporadisch. 1t Kurzprosa. Andere Textsorten

Ergebnisse:

a) ahd. - Poi g ,
iInges a,I:tlhdt;ﬁ.vPmsson-Vertellun‘g, auch Hyperpoisson-V ., bei der die Ergebnisse
Parametr It; hz;s ls.cl;l.ccgter ausfallen. Problem: Die Hyperpoisson-V. hat einen
ehr als die Poisson-V. und ist deshalb etwas weni ) -
Anpassung an Texte mit sehr wenigen Wortldngenklassen weniger flexibel bei der




b) Briefe (fnhd. bis heute): Hyperpoisson (nur 1 Brif:f' nicht!)
c) andere Textsorten: Barockgedichte: alle Hyperpoisson
Pressetexte: pos. negat. Binomialverteilung (z.T. auch Hyperpoisson)

Pressetexte mit stark fachsprachlichem Einschlag: gemischte Poisson-V.,

positive Singh-Poisson-V.

Kurzprosa: Hyperpoisson-

Problem: Es sind noch nicht bei allen T
Briefe: ideale Textsorte, da spontan Ve
lang,...d.h., relativ homogene Textsorte.

V., gem. Poisson-V.. pos. neg. Bin.
extsorten alle Verteilungen geprift.

rfaBt, kaum iiberarbeitet, nicht zu

3b. Niederdeutsch

prache, 31 Kurzgeschichten, 30 Gedichte) laBt
lverteilung anpassen. (Alltagsverkehr: 2 nicht,
mal schwach; Gedichte: 2 mal nicht).

Fast an alle 110 Texte (49 Alltagss
sich die positive negative Binomia
dafiir andere Modelle; Kurzprosa: 2

3c. Fremdsprachen

7um Datenbestand gehoren z.Zt. iiber 30 Fremdsprachen. Zu einer davon, Irisch,
wurden noch keine Berechnungen durchgefiihrt, da nach Auskunft des Bearbeiters
erhebliche Entscheidungsprobleme bestanden und mit nur 8 Texten eine
unzureichende Datengrundlage vorliegt.
Relativ gut belegt: Nordgermanisch, Englisch
Griechisch (alt und neu)
Latein und romanische Sprachen
Slawische Sprachen
Finnisch-ugrische Sprachen
Tirkisch
Chinesisch
Koreanisch
Weniger gut (immer nur 1 Datensatz):
Althebriisch
Eskimo
Japanisch
Ketschua
Maori

bei vielen gegenwartigen Sprachen bewihrt sich
Verteilung (Latein, Althebraisch, Altgriechisch,
hdeutsch; aber auch bei so divergenten Sprachen wie

-ugr. Sprachen, Eskimo).
kommen, z.B. Chinesisch, Finnisch...
das sich an eine Textsorte

Ergebnis: Bei alten Sprachen und
immer wieder die Hyperpoisson-

Altislandisch, begrenzt Althoc

Neuhochdeutsch, Ketschua, etlichen finn.
infrage zu
h, daB ein Modell,

In andern Fallen scheint sie nicht
Tendenz: In vielen Fallen zeigt sic

anpassen lieB, auch ein fis

f gutes Modell fiir ¢ . :

gl'exchen Sprache darstellt tur andere Textsorten und Zeitabschnitte der

1swetlen zeigt sich aber in Ei

) auch ein EinfluB von Tex

im D ; ; n lextsorten, so z.B. bei

Pmbi:t;cheg mit vs. ohne starken fachsprachlichen Einschlag ot Pressetexten

e be :

chinesischen lP rder Anpassung von Modellen gab es l;)ei lappischen

chinesische TCX;SSC@XICH, le‘thcre mit stark fachsprachlichem Einschlu n(-i
e mut stark fachsprachlichen Ziigen zei . ag,

oszillierenden Datenverlauf. cigen  emen deutlich

4. Perspektiven und offene Fragen

Nachdem o p :

inZWischeanl:cral?er; schriftlich uberlieferten Entwicklungsphasen des Deutsci
fir einige dav%i CI;S;;? ebTe-thmpSPC untersucht ist, wird als Nahziel angessi:;:ggf
reitere Streuung der Wortla ] >

Textsorten zu errei g der Wortlidngenverteilun

raniialich eres l;?tm?en AuBerdem sollen méglichst noch weitere Fremg,: nr HI?Ch
bericksichtigt I(‘_(:m werden, besonders solche. die zu typologisch b'shp acl (;n
cn ppen gehoren. Fiir die be } : ISher RIgit

e . sser bearbeit e
an Untersuchungen zu historischen und strukturellen Zusamfr:rtlzlllll?ﬁglr;:;lraméhenk ist
zu denken.

Als\;f)ffeﬁe Fragen sind derzeit zu nennen:
a. Welche Rolle spielen die Definiti .
« 0 . _ tionen der fiir die U
g{;rh;;tin? Bei enghsc;hen Texten wurde z.B. mal mit, Irlrtlzrls?);?}un%" T vanten
itet, ohne daB dies zu erkennbaren Divergenzen gefii i, nph¢?nge
1- oder 2-silbig?) gefuhrt hitte. ( z.B. “fire”:
b. Wie beh Thi "
Worter behaalil((igltnn(l)?;: ullsilbige Worter am besten? Sollte man sie als selbstandige
Anpassung der erweitzvrlti:rll5 nkllt-ﬂ.(a ais Bestandteile ihrer Nachbarworter? Bei d%ar
K positiven Binomialverteilun ok
D(:zgit: beilrjlachtet werden, daB bei einer Gruppe von Briegfea;;J cfiicﬁhlsche Loxe
ien ohne Elullsﬂblge Worter wesentlich besser wa > Anpassungen an
nullsilbigen Wortern. ren als die an Dateien mit
¢. Sind di ) .
d inassdelz g:if:;ﬁld;l;:g I\ggiitellebmuner die theoretisch und empirisch besten?
: - chritte be1 d i o
Verteilungsparameter erzielen? r Interpretation oder gar Pradiktion der

S. Weiterungen

a. Ausgehen C
mégli(ilenvgis‘;ogh(xis'r z;xnnahme: daI} die Langen anderer sprachlicher GroBen sich
3 umfangreiche Uit verhalten konnten wie die Wortlinge, wurden bisher auch
durchgeRihgs An £ ersuchungcn" zur Satzlangenverteilung in deutschen Texten
Sehy tapalie .e " ast ?Ile Texte laBt sich die Hyperpoisson-Verteilung an ass‘en
Silben. Mo gend ist hier die Frage nach der Langenverteilung and p ssen.
, Morphe, etc. g anderer GroBen wie




= l e X I D H eh[

11 \ 1 =Y 1
1 deren. bisher nicht berticksichtigten Z.\\\,c.\e.n
s vin: : g eines Syntheseindex in

b. Eine weitere Frage

in, ob man diese . , DS e o
gi:zen kann. Es bietet sich an, sie 7 B. fiir die Entwickl

der Sprachtypologie elnzusetzen.
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Summary

We show how an interpolated n-gram language model with adaptive parameters can be
constructed. The model is tested using perplexity as a measure and compared with
other similar models, which have fixed parameters; it is shown to perform as well as the
best of these. The new model technique used to adapt the parameters is not

computationally intensive and removes the need for a substantial amount of pre-
training.

topical paper
topic area: statistical language modeling

Introduction

Interpolated n-gram models[1,2,3] are used in speech recognition to estimate the a
priori probability of the various word sequences that may have been uttered in a
particular instance. These language model probabilities are calculated as the product of
a series of conditional probabilities for words following a given sequence of words.
Ultimately these conditional probabilities are calculated from unigram, bigram, trigram,
and higher order distributions derived from a large training corpus appropriate to the
recognition task. The exact proportion of each distribution in the final mix is
determined by parameters within the model; current models use a fixed set of
parameters that are optimized during training and remain fixed during testing (or
recognition). We introduce a new approach in which the parameters do not need to be
pre-trained, but are continuously updated during testing of the model. This allows the
model to adapt its parameter set to suitable values for each new test text.

" This research was supported by EPSRC grant GR/K82505
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Our results show that the performance of the adaptive model is at least as good as that
of the best existing interpolated model (with fixed parameters) but requires

considerably less time to construct.

The n-gram model

Due to the sparse data problems inevitably encountered when processing natural
language basic maximum likelihood estimates for conditional probabilities are
unacceptable; words appear in new contexts even when the training data contains many
millions of words. To overcome this problem interpolated models combine a number
of maximum likelihood probability estimates to produce a single smoothed probability
estimate. This can be achieved by first combining the two lowest order estimates and
then incorporating other higher order estimates in turn until the final probability is
obtained. In our experiments we have used this structure to combine five levels of

probability estimates.

For convenience we use the following notation: w;represents the ith word in a
sequence of words and w,-’ represents the sub-sequence of words from the ith word to
the jth word. Using this notation the interpolated model is defined by the following

equations:
(1)

P(wilwi-l) = &PML(W,JW;_;)"'(I—&)PML(W,-)
' ©)

P(w,\w=)) = A, py (W Iw2)) + (1= 4)) P(w, Wi

where A, are the parameters of the model, p,, are maximum likelihood probabilities
derived from a large training text, and P is the models probability estimate.

Adaptive Model

In our adaptive model no initial training is used to set theA; parameters (though
suitable pre-training is possible). All parameters start with a default value and are

updated following each use while processing the test text. This update is based on the
iterative optimization used to train parameters in conventional fixed parameter
models[4]. The value of the parameters are determined as a quotient of two values that

are updated to modify the value of the parameter. Thus

A, =A;lB, 3)

We now define the adaptive nature of the model by giving the formula used to update

the Aj and Bj values.

n

A =8, +[ T10-2 )]lijL(w,.Iw,.":;) I P(w,\w'}) (4)

k=j+l

n

B, =65, +( H(I—A))Pw,.nw::}-)/P<w,~'w.-"-‘n‘> =

k=j+1

Equations (4) and (5) gi
give the updates used j :
factor 8, which ©5 US€d in our adaptive n-gram .
for A should be less than 1 is included in the model g i qut?l: i decay
; and B, are selected to initialize the m odel. In these e uitable initial valueg
; cse experiments the values |

the ability of th
position zv o € model to'adapt to the test text than with jts ability to st
, se only the simple initialization described above e g Dt

from the corpus. This ¢
! . ext was al ;
sdaptive s s S0 used for some tests during the development of the

ML probability estimate i
§ are trained using 8,726
vocabul £ 6,726,007 word toke .
cabulary of 81,498 word tokens; words in the test text that crils zf)tt};;;em V.VIth .
ear in the

calculations ).

All parameters fo
r the held-out and d i
. i eleted estimate m .
minimum of 2 . ate models are traj
,000 training examples are used to train each value Seads csio tha;u'a
: ed on this

restriction the held out mod
el has a total
model has a total of 4,770 parameters al of 94 parameters and the deleted estimate




We have tested the adaptive model described above with a range of decay values and

with different numbers of parameters. The number of parameters in the model is The pefplexities in table 1 are aj] similar indicating th
determined by setting an upper limit on the number of tokens that a single frequency H;oicl Is relatively insensitive to the variations ingtheat the [fel‘fofl‘mancc of the adaptive
i Of the dec X number of par;
pand cen contein models wl?znf*:;tor- We expect a more significant improvement f’)veaff;eters L Valle |I
o . . N i € test text is less similar to the training text I tixed parameter
The perplexity is inversely proportional to the (geometric) average word probability sligating models that dynamically change the si y th' We are also currently
' 1ze of their

generated by the model. Thus a lower perplexity indicates a higher average probability testing which may lead to further improvements parameter set during

and thus is generally thought to indicate a better performance.

In .
these experiments we have used the adaptive

combine fixed . —_ parameter trajnj :
Results technique cas al:’;a;l:n;;n}l;kehhood n-gram probability distributionlgghfvcvl::':aquiht.o
Plied to combine other S ’ I, this
For comparison the held-out model produced a perplexity of 228.544 on the test set, s rpodel. We believe this will be a P-imcul:r(l)n ; tatl; dlsmb—uuons’ such as a cache
and the DE model produced a perplexity of 227.050. Table 1 contains perplexities for adépta'flon of parameters, which can ensure that aymn;mlt iy .apphca.non for the dynamic
the adaptive model with a range of sizes of parameter sets and decay values. Maintained. ar optimal mix of distributions jg

Table 1 Perplexities for an adaptive language model with a range of decay values and
number of parameters.

References
(1] O'Boyle, P., 0 :
No of No Decay £ Owens, M., Smith, F. J. “A wei
| Parameters | 3=1 5=0.995 | 5=0.99 | 5=098 | 5=0.96 [2] nggg;Ig: i>f:°ﬁ5,"g‘°ﬂsf’§4?§4 and Languag‘;?l\gglt?g,%‘ée{fg,gfg,“glga;‘; model of natural
65 227.248 | 227.021 | 227.038 | 227270 | 228.206 incorporating enhanced distributicss®, P S L -Improving n-gram models by
34 227.241 226.942 226.871 227.018 227.888 3] Katzs & M. e ) ASSP’96, Vol. I, 168-171, Atlanta
> 9. ML mation of probabiliti '
17 227.658 | 227.054 | 226874 | 226949 | 227.729 component of a specch o probibilites £Tom Sparse data for the language mode]
[4] Joroa! Processing, ASSP-35, 400401, 1987, 1 O8S On Acoustics Speech and
The results in table 1 show that the dynamic model has produced a perplexity below elinek, F., Mercer, R. L. “Int lat SpOT
from sparse data” crpolated estimation of Mark
that of the best fixed parameter model for a number of parameter set and decay value a’, In Pattern Recognition j : KOV source parameters
al, L. N., 381-397, North grouon in Practice, editors Gel
combinations. ’ » North Holland Publishing Company, Amsterd;fnmz;bgd &
Conclusions f

We have shown that interpolated n-gram models can be produced without the need for “
pre-training of the interpolation parameters. The results in table 1 show that the .
performance of this model is as good as that of existing models with fixed pre-trained
parameters. The best perplexity, 226.871, for the adaptive model is obtained with 34 |
parameters in a model and a decay factor 8<0.99. This is slightly better than the
performance of the best fixed model, 227.050, which contains considerably more J
parameters.

The processing requirements of the models are also significant. The adaptive model
can be used once the maximum likelihood probabilities from the training text are
available, the held out model requires a small additional period for parameter training, ’
and the deleted estimate requires a considerable additional period for training | i
parameters. In our experiments the adaptive model and the held out model required a F "
similar amount of training time while the training time for the deleted estimate model
was an order of magnitude larger. The construction of the adaptive model is
comparable to that of the weighted average model[1] but its performance is superior.
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mma o .
fuunite lt'zlxe tree model and the wave model of language evolution into one geometric

- - NA
i ly been used for reconstructing D

k model. This approach has previous

:::l‘t’lotli.on and I now apply it to vocabulary lists of closely relate(! langua.ges. The;:lresults
mostly co‘nﬁrm traditional language relationships, but also offer interesting details.

i i f language evolution are the "tree
ell-known models to explain the mechanism O
.rfn\ggt:;" and the "wave model" (reviewed by Goebl 1983)'. These are usually thoug.ht ;c; be
complementary rather than alternative mechanisms, and it would therefore be desirable to

visualise both these aspects of language evolution in a single diagram.

This type of problem happens to be perfectly tailored to network methods that varcatr orilg.';;a;lly
i i ionships (which are not necessartly eeli
d for reconstructing phylogenetic relations _ : .
?f::llgjla.& sequences (Bandelt 1994; Bandelt et al. 1995):_Durmg evolution, a given :)NA
i i i dom positions, causing the progeny sequences to
sequence will acquire mutations at ran g e B eiss s tme
d more dissimilar from one another and from t :
bez’:sc:‘::s1 ey[inecl):i?nzlthe “treelike" aspect of DNA evolution. Occasionally however, mutatxtons at
1t)he ide:ntical position in two different DNA sequences will cause these two sequences 10

become more similar, resulting in convergence.

sed as weblike reticulations in a phylogenetic network, and

Extensive convergence is visuali - : :
absence of convergence will shrink a reticulate network to a simple, unique shortest tree

ias "Steiner' i rk can thus represent
("maximum parsimony" alias 'Steiner" tree) . The phylogenetic netwo p

both extremes of evolutionary outcomes, and has successfully been applied to questions on

human evolution (&.8. Richards et al. 1996; Forster et al. 1996).

1 inguistic 1 jon i ble to phylogene! ic analysis? I have

h form of linguistic information 1S most amena . ' of

gxglscezn the 100 wogr‘; list proposed by Swadesh (1955) to cEarafc‘:tens.e I:redt:z:;c; zf;?:izr:t i

i 11 as uptake of ancient 1

ven language. Word stem replacements as We : it idic
?;fr:tribute tgc:l digvergence between originally relatedbv?ca:bul‘ana (téxdeb ;rfsa:seiﬁ t:f{‘) - rord

caus
evolution), whereas convergence of vocabulares is :

lsi::i‘;aigtze “wave" gspect of language evolution). Therefore, although the mechanisms o‘fi -
DNA and vocabulary evolution are not analogous, the effects seem to be. Thus, the tree
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well as the wavelike events of vocabulary evolution can be united and visualised in a
phylogenetic network.

For the algorithm, it is furthermore important to note that no coalescence is necessarily
assumed, as languages (in contrast to DNA) may have originated from independent sources.
Incidentally, I do not employ the word lists for dating language splits, as Swadesh attempted.
His approach appears to be flawed for several reasons, one of which is that he did not
distinguish language substrate from superstrate.

I have collected the word lists from Indoeuropean languages based on personal interviews of
at least two independent native speakers for every language in order to avoid the bias that is
incurred when using dictionaries. In order to gain a representative sample of the variety
within a given language family, I sampled all mutually unintelligible speech variants, which I
defined as "languages" following the recommendation of Grimes (1988). Using this criterion,
Bavarian German and standard High German for example, which are mutually unintelligible
to unpractised native speakers, qualify as separate languages. Phylogenetic networks were
then constructed from these word lists as described by Bandelt (1994). The networks yield an
aesthetically appealing picture of language relationships in that the traditional language trees
are mostly (but not always) confirmed, while the visualised loan word exchanges demonstrate
a clear geographic pattern.

I then turn to the more interesting question of whether it is possible to discern from the
network if (a) a given language family has evolved from an ancestral ursprache or (b) the
relationships have evolved from exchange between originally distinct languages. I propose
the following criteria:

(a) In the extreme case that all present similarity derives from a common ursprache, and all
dissimilarity has evolved since, the phylogenetic relationships in a network should be
dominated by the migration routes of the founding urvolk as well as by the (unknown) time
depths of linguistic splits. This would yield a treelike network which may however contain a
certain amount of reticulation due to loan exchange between neighbouring languages.

(b) If at the other extreme, present similarity within a given group of languages has arisen
solely through extensive exchange of unrelated preexisting languages, the phylogenetic

relationships should be dominated by geographic proximity, and ideally, the network should
contain a consensus language.

The intermediate case between these extremes would be a blend of substrate, superstrate,
subsequent loan exchange, and regional word stem replacement, and my analyses of
Indoeuropean language families show characteristics of both outcomes, as may be expected
from previous historical and linguistic research. However, a few languages in the network do
not fall in line with traditional classifications.

Well aware that vocabulary only constitutes one aspect of language, I would encourage the
development of similarly informative character lists for grammar and for phonetics to check
if independent information can confirm these results.

—___*,——*
|
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Rule-and network oriented approach to the

semiotic model of the linguistic sign.
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1. Semiotic theories of the sign.
|

At present there exist ¢ fundamental semiotic
theories of the sign [10]: the logical one (G. Frege
(8]), the 1linguistic one (F. de Saussure [7]), the
pragmatic one (Ch.-S. Peirce, Ch. Morris, G. P. Melnicov
(1,4]), the engineer-linguistic one (R. G. Piotrowski
(51, E. A. shingariova [10], V. A. Chizhakowski [9]).

We shall carry out a short analysis of the four {
fundamental semiotic theories and introduce the necessary
definitions. - _

At G. Frege the sign is a material bearer of a
notion (sense) referring to an object (denotatum), i.e.
simply a material «labels (a2 notion mark) acting as an
equal element of the logical triad «object-notion-signy.

According to F. de Saussure the sign is a double-~
sided psychological essence: a combination of the content
level (notion, signified) ‘and the expression one
(signifying), i.e. the psychical unity of the signified
and the signifying (the acoustic or graphic form of the
signal).

According to the theory of Ch.-S. Peirce the sign is
the result of the reflection, at the beginning of a
dynamic object into a direct one (the ideal form of the
object in the consciousness of the speaker) and after
this direct object is confronted in the act of semiosis
(sign formation) with the interpretanta (notion allowipg
different interpretations). 1In that way the sign 1is
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defined both as the material substitution for an object
of the real world in the limits of the logical triad
«object—interpretanta—sign» and as the interpretanta

itself.
The sign scheme proposed by R. G. Piotrowski will be

taken by us as a base when elaborating our sign network
model. On account of this we shall introduce some
definitions for the component structure of the sign being
used in the given theory [31.

Definition 1. Denotatum D, represents an integral and
not dismembered by our consciousness reflection (form) of
an isolated referent (an object of the surrounding world)
or a generalizes~typified form of an entire class of
objects (generalized referent) .

Definition 2. Designatum D, represents a notion unit
expressed through a concept (the main mark) or an
intentional (a selective totality of marks), the essence
of a certain referent (class of objects) .

Definition 3. Connotatum Ca of a sign is a complex of
traces of the second semantization generated as a result
of metaphorical utilization of the sign, of their emotive
or stylistic coloration connected with the preferential
utilization of the sign in a definite variety of language
(functional style, sublanguage, dialect or version of
literary language) .

By virtue of the introduced definitions denotatum
reflects the extentional aspect (volume) of the notion
correlating it to situations of the surrounding world
[11]1: designatum-the taxonomical form of the referent
consisting of a collection of taxonomical
(classificatory) marks of the notion indicating the place
of the referent in those or others classes (taxons) of
the classificatory network. Designatum reflects the
intentional aspect of the notion content. Connotatum-the
emotional form of the referent covering the enotive marks
of the referent.

Definition 4. The referent r is an object of the
real world signified in a sign.

Definition 5. The signal referent Sr is a chain of
acoustical or graphical signals.

Definition 6. The noun J is the acoustical form of
the material cover of the sign kept in the consciousness
of a speaker.

We shall also offer you the semiotic model of the
sign which is attributed to linguistic or communicative
orientation going back to the theories of F. de Saussure€
and Ch.-S. Peirce and developed in the works of R. G.
Piotrowski [2,3) and E. A. shingariova [10].

Definition 7. The sign represents a double-sided
psychical unity of the signified consisting of denotatum

(D.), designatum (Di) and connotatum (C.) and signifying
(noun, J) correlated with the referent (r) and the signal
referent (Sr).

The presented fundamental theories of the sign
posses the following shortcomings [10].

1. The nature of the sign is described unilateral.

So, for example, it is «simply a material label»
(6. Frege), «a double-sided psychical essence»
which is cut off from its material bearer (F. de
Saussure), or a material substitutor of the
object» and «interpretanta» (Ch. Peirce).

2. Bach of i
2 statgge g;rst threg theories either descrip
T ththe sign Z(the semiotic -
e R e cqmmunicative one) or d’ o
o semioti&?ungégy—llnes between oiin't
status of th i i i o
P . e sign i i
de:gri§2§ t)refgrentlal logic gof Izj;?tizfgﬁgtlon
: Yy . Frege; g N
introspection from thg ia.the . it desemined i in

de Saussure. nguage is described by F

Ch. Peirc
. 3 . e refe . .
communicative statuses T3 o the semiotic and

boundary-lines between them without establishing

3.
s?éi ithij1four fundamental theories
doesn’? alfoioig ;fdaltough static str
. odel the proc ure
C(;EStaﬁ.LiCtl?n t%f complex Sig’f Stflf:tuorissemlosls and
© e analyzed th . .
a ivisi eories th .
fg§;Z§§§ division between the sign mo§2§; lsn’t.an
process ? StructuFes used in the commuapd Sign
5. 1In theorﬁ;igifrlmify and second semiOSigggcatlon
%0 i eor .
EONE?zgiisn oﬁhig? presents by i{seff iégn
1s th ign with a
explicitlvalence of the sign [2) iSnFietrSOn» and
Yy through or is presented in th carried
e

an ext .
ernal vector stretching from communior? =
cators

to the sign and . i
. . . picking out i
the sign its informative kerneln[fgchch??onent of

’ . .

present the
ucture which

4.

Now we shall dem
iy onstrate ou
oriented model of the sign with r tl?swh;-ﬂ]).e-and network

intend to remove the above analyzed shortcomin‘?g:E WS, we
S‘

2. = i
Rule-and network oriented model of the sign

constESéEgaapiftflons apd transitions [6]
e the work which models the sign f i
Pinet wopns tﬁ purpose we shall define the si or@at}on
mation as a double-sided psicholgﬁgtgstzs
c

essence consisting of a signifi
signifi i
form of the referent) and eodf e 1 5 Rt e

psychological form of the signal) a signifying (noun,

we shall

I

P4
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Definition 8. The static positional-transitionadl
network (fig. 1l.)used for modeling the sign formation may
be presented by the four:

Ce = (Pl T, I, 0},

where P=P’'U P’ '={Py, P2, Ps, P, P1r P2+ Pa) is a

multitude of positions, T=(t,, tz, ts} is a multitude of
transitions, I:T—P is the input function and O0:T—P is
the output function.
. The position P, contains referents, i.e. objects of
the real world marked in the sign. We shall mark this
multitude of referents F={f1, f2, s L1 wr fus ..}. Each
element (object) of the multitude F is being constructed
from a multitude of subelements, the so-called attributes
(fi1, fi2s s ELinl}.

The signified which we shall present in the form of
a reasoning space, i.e. of a field of interpretation

M = {1, Hzs s Hir s l.) are transferring into Pg,

The same multitude but with the use of attributes is
reduced to the form

M= {ps}, 1= (1,n}; j = {1,n}.

The signal referents, objects in the form of
acoustic chains or graphic signals, are entering from Pq
into the interpretator input. We shall mark them in the
form of the multitude

BA={ai, Qz; w1 Bir 1 Ans i}
and the attributes which are to be included we shall
present in the form A = {ass}, i= 1,n; j= 1,n.

The whole set which is used in a concrete natural
language (NL) of signifyings will be considered as an
alphabet

a ={a1, (12, e f aj_/ ase f an[ .-.} oxr

04 ={aij}l i=1,n; j=lln
and we shall allot for them the position Pj.

The psycholinguistic essence representing the signs
will be presented in the form of the multitude:

€ =(s:) or & ={ex}, 1i=1,n; k=l,ky.

During the semiosis process they are transferring
into the position Ps.

The transitions t, and ta which are realizing the
reflection (interpretation) of the objects of the
surrounding world in the consciousness of man will be
called transitions of reflection and the transition t2 -
transition of semiosis.

The positions pi, P2 and ps are embodying the solvable
functions r,, rz and I3 which are being used to realize
the processes of reflection and sign formation.

For modeling the semiosis process we shall construct
a dynamic network taking advantage of the following
definition.

Definition 9. The dynamic network or the marked and
painted C.-network which is modeling the semiosis process
can be presented by the six D. = (P, T, I, O, M, C), where
p, T, I and O are correspondingly the multitude of
positions and transitions, input and output functions;

M - is the function of marking M:P—-N, representing the
vector M=(M(Pi), M(Pz), M(Pa), M(Pd, M(Ps))=(my, ., s
from the quantities of the markers of the material and

function M have the form:

p7}l

Ce},

ideal objects
(markers-o
correspondi ' ut, counters i
iy Pczflgflyc L% fhg position P,, P, %h ;?réggles}
: ’ 4 5 is : Pe»
which are painted  Ehe the multitude of colours inéé

network. counters functioning in tp
e

Th i rmati
the caéz S;gntiie g;;g:iproci?s oecomes possible only j
. ; Cc network is i 2 in
c : inc
ommunication process, i.e. the given netwiiieis‘i?ﬁ? the
xten

on i 6 7
the account of two pairs of the positions P and P
4

and p; and of two t it
ransiti Ps
sender Endl the eddiesece. ons t; and ts, related to the

included into the communicaThe dynamic network which is

N tion act is presented in fig
p7 |7 addressee
------------------------------ P?
Pt : "mt
r1 ; pz2| 2 ; >
t, ) t 4
: 13
2 Ps '
si Mﬁe. #ionity
. | g signifying
P4
referent y;
sigmal
....... e
Ps|le sender Pg

Fig. 2.

(We have presented the D.-network at the last but

one stage of semiosi
0sl1ls process, i.e
t: has come into act ion). r i.e. before the transition

For this network the multitudes P, T, C and the

P— -
{P 7 P [4 P 7 P‘, P5[ PG[ P", PBI p], pz’, p3, p", ps p6
1 2 3 14 4
{ 1lrs 27 ay 47 5}[ { 17r 27 37 L ¥4 Sr [ C
14 7

M={m,, mz, mz, my, Ms, Mg, My, Mg}.
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Semasiological and Word-formational Processes
in Natural Language Lexical Evolution

Anatoliy A. Polikarpov
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Laboratory for General and Computational Lexicology and Lexicography

e-mail: polikarp@philol.msu.ru

on of basic semantic micro-processes dominating in the

is possible to predict [Polikarpov, 1988; 1990; 1991; 1993;
1994; 1995] and to test[Karapetjants, Obukhova, Polikarpov, 1988; Karimova,
Polikarpov, 1988; Polikarpov, 1995; 1997: Polikarpov, Kurlov, 1994; Kolodjazhnaja,
Polikarpov, 1992; 1994; Kapitan, 1994; Breiter, 1994; Breiter, Polikarpov,1997;
Savchuk, 1997] some most probable directions for the derivative micro-processes (e.g.
change of some semasiological and word-formational parameters of a word) and for
macro-evolution of a lexical system on the whole, due to various, but correlated changes

of its parameters.
2. Basic microproceses are:

1. Basing on the assumpti
history of any word meaning

(1) abstractivization of any meaning, loss of components by it in its individual history;

(2) relatively more abstract character of each successive meaning appearing in the
history of a word as compared to a maternal meaning.

and features on the microlevel of a lexical system evolution

(processes on the level of a word) are derivatives from mentioned basic ones: changes
different rate of losses for meanings of different

of the tempo of acquiring new meanings,
semantic quality, change of word-formational ability of a word during its history, etc.

All other processes

al system organization are the result of some

Processes on the macro-level of lexic
specific integration of micro-processes under some boundary conditions specific for the

system on the whole.

construct a typical curve of the polysemy development

3. First of all, it is possible to
information for the following basic processes:

of any word which integrates the

- (1) some exaustion in time of the activity of any meaning in "generating" new
meanings as a result of its “wearing out" (growth ofits abstractness) and making busy its
associative valences in its own history as a result of accumulation of realised links

while giving birth to new meanings ;

- (2) relatively lower initial level of any succesive meaning's activity in generating
new meanings (as a result of its greater relative abstractness);

- (3) increase of the initial level of stability for any successive meaning (as compared

to the corresponding preceding meaning) according to its correspondance to the relatively

wider sense sphere;

btained level of stability for a meaning while

- (4) slight growth of the initially o
ut being usually exausted and deleted from

becoming more abstract in its history (b
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lan, i
guage life much faster than the mentioned kind of the stability can grow)

Th .
€sc four processes are present, but WIt.h different degrec in any word histor Y
H .

4. Typical word polysem, i
y development curve: int
t_h d ] . egrates step by step d
su(:: ;:rsr;;i)‘? of acquiring new meanings up to zero and increase of long);vit)rl) fo: ‘::I:calfe of
o e m'ctahax:xhng up to some l.arge (but not endless) term - in some asymmetric
t ;x et :Iyr; wi y the expor.lentlally-h.ke retarding increase in the beginning, achieving s
meafitgs b:::ome tlan havmgd llong history of decreasing polysemy, when z’iddings ofg n;)vl:'1 )
esser and lesser (stopping at some time), but 1
. . . ) OS i
retarding according to relatively greater stability of any successive mesaifisg))w it

5. " H L1} 111 ]
o t(I:l;(l)lze;ls-::tof reléltgf and "absolute" abstractivization of word meanings should
er probability of older words' meanin, i

' : : gs to enter synon
e : ymic and
o ;onZf:;:; :(::f:ﬁms with m;artl,mgs of other words in a vocabulary. It is explained by

e process of abstractivization specific, rare :
( 5 esent components of
meanings are more vulnerable, oftener ar i o 6 of sitail
A e omitted. So, objecti imilari

e ‘ ( , objective degree of similar
oet aneiin Sal;fmelamngs of some degree of abstractivization should be greater than betlxtz;e
meani ug a lower fiegree of abstractness. This fact leads meanings of ageing words t .
more s ccessive ﬁx}dmg.of those counterparts which coincide with them in almost all °
com gs nent;sh (and differ in some small proportion of them) than meanings of youn, o
e be, nc;ntr <13. average, can do. Plﬁ'erential components in synonymic meanings tf';r all

utralized in some specific (synonymic) conditions of their use, or, on the i

contrary, can be activated as symmetricall ]
privative kind of an opposition). y opposed (or, sometimes, opposed within a

thel;latutally, antonymi.c p9tential of a word also grows during its ageing, as a result of
ri a;ne process of objec.tlve.: growing of similarity with meanings of othe’r word Sud °
se of probability for achieving clear and stable oppositions between meanings S

6. Abili .
. d;’&l_nhty ?f a word to "generate" new phraseologically bound meanings depends
success.erentb actor§, .eac_h of them being derived from the same basic factor of "
COHSidele a stract1v1.za.tlon (.)f. me:anings, but changing in time their relevance for th:
red process of idiomaticization in two opposite directions: )

(1) the more abstract meanin o
gs of a word during its ageing, the less th
:“Pply some coxr}ponents for fixing them within a new idiomatic meanin e;'ngr.e e
asis of intersecting meanings of several collocated words; g arising on the

thm(z) afelea 13;0:: g:strac:jt tmea;ings of a word during its ageing, the greater variety of
used together with meanings of other words i
. and, consecuti
ﬁ:if,ltii;' chan?es for th.em .to come across with some of others suit to them for bui‘ifili)lll’
.1om-at1c .combmatlons. Combined action of the two factors developing in th ¢
opposite directions predetermines nonmonotonous character of the depend " ”
development of word's idiomatic activity on its age. pendence of the

catZé i; : (rjx::c,:xl-zlp::)l extpec':tthtiha:h the most probable (statistically dominant) direction of the
ent within the nest of derivationally connected i
movement from some relatively concrete, objecti i eatenfial s o
, objectively oriented categorial i
each word-base - towards its derivatives et
: of more abstract and subjectively ori
frf:i(::i:y(%m of speech). So, there should be a tendency to begin a v%rd-?g:::ational
om nouns, to continue it with adjectives, verbs, ad
fror t : , adverbs, pronouns, etc.
aTrlllciistz .endt .1t with words .of pure syntactic quality like conjunctions andl:)repositi;flts,c ’
irection of categorial development most basically is predetermined by the .
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mentioned fact of the inescapable development of any word's integral lexical semantics
during speech acts into the direction of the greater abstractness. More abstract lexical
semantics seeks for the corresponding more abstract categorial form (which is more

organic to it).

rial changes predetermines further that in any

which were produced on earlier steps of the process,
should, on the average, be more derivationally active than words on further steps of it. It
causes gradual decline of this process intencity which ends by the complete halt at some

remote steps of it. It can be naturally explained by the narrower necessity in a language
for words of greater categorial abstractness, than for words referentially more objective.

8. This succession of the catego:
word-formational tree those words,

ammar category and of the same step of derivation
the most active in "generating" new words should be the youngest ones. The older a word
the less it is active in word-formational process. It can be explained by the greater amount
of its de rivational potential waisted already on the previous stages of its productive

9. Among words of the same gr

existence.

and of the same step of derivation, the most
ther categories should be nouns. Adjectives and
weakest should be semi-syntactic and pure

10. Among words of the same age
active in generating new words among 0
verbs should be weaker in this ability. The
syntactic words like prepositions and conjunctions.

11. Parallelly to the process of production of new words from some time there
begins the process of words losses. Greater abstractness of the categorial semantics of
later generated words of a nest also naturally presupposes greater, on the average,
predisposition of them to longevity, stability. The most changing part of any language
vocabulary are nouns, the most stable - pronouns and prepositions. Adjectives, verbs,

adverbs and numerals are between them.

g referential scope of words of greater categorial
aracterized, on the average, by proportionally greater
abstract categorial semantics.

12. According to widenin
abstractness they should be ch
frequency of use than words of less

13. Initial stages of the word-formational process, as opposed to successive stages
ent within a word), should be characterized by the

(analogously to the polysemy developm
greater irregularity in semantic relations between bases and derivatives - in inheritance of
meanings by derivatives from their bases. So, on initial stages of the process there should

be observed oftener cases of pure “exical" derivation (and oftener in its "mutation"

variant than in its "modification” variant) and rarer - cases of pure categorial (so-called,

"syntactic") derivation of words.

rds on each next step of the derivational process should
additional categorial restrictions put by
rd on its lexical semantics inherited from its

14. Polysemy of wo
steadily decrease as a result of the
word-formative affixes of a new wo

word-base.
ational nest, as well as the number of meanings

posessed by some word-forming affix, should develop with ageing of each of these units
analogously to the development of word polysemy during aging of a word (according to
the similarity of causes in both cases) - with the fast in the beginning, but gradually
retarded growing of the number of elements in a unit (words ina nest or meanings in an
affix), with arriving then at some maximum, when the growing intensity of the process of
loosing elements (words ina nest or meanings of an affix) at last equals the intencity of

15. The volume of any word-form
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the process of acquiri
; cquiring new elements ( :
with prolo o “fords in a nest and meanin
numbgr " :lr1g:d" continiously rct.arded dicrease of nest's volume (O%Sdby an affix),and
anings of an affix) in the course of its further existenceecrease of the

16.
W aﬁi c;?lee;fiif length of morpheme§ belonging to words from nests of longer
proportionally | ory ﬂ(land, correspondingly, of greater nest age) should be ¢
derivational lz;s:::y a'I'nh'thallt 0; morphemes belonging to words from nests of shorter
. is leads to existence of the so call

Natural : . called Menzerath-Al '
. caatl exgle;natlon of this l.aw for a word (as a specific construction) is cotmann ; la\_av.

egorial and age ordering of morphemes within a wordform eSS

17. A ivizati ' ;
... _clsasi::;actwlzztlxon of morphen}es meanings leads to the decline of clarity in
undari tween them and to the simplification of morpheme structure of a word
word,

18. Basi o .
possiblelila::)nti (;x:et;este qualltatlt;:e and quantitative assumptions and conclusons is
ict, further, the most probable directi
e Bpraentob i . irection of the correlated
y of the semasiological and i

ol . word-formational fe i

ion to other language features - flectional, syntactic, phonological et:nzlr:::i:;

, etc. some

language's typological re i
_ construction (e.g., development fr i ici
more analytic structure or in the opposite dircctionl)). ek

Genrllz;l;)ll){tzzed data on some Slavic (Russian and Polish), Germanic (English and
EStonian,and Hance (Fatm, Itah.an, French, Spanish, Portuegese), Finno-Ugric (Finni
Mongolian, S ungarian), Turkic ( Volga-Tartarian, Turkmen, Azerbaid'anigan) st
betwien ﬂléomyltli:}‘ll;mcanhmdese), .\_/i:ltilamese languages show cleai correS,pondence
empiri i i e
dependences between various languaIg)e f;ani’r;I;VCStlgated System regularities in the
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ON MEASURING “TERMNESS”:

A QUANTITATIVE APPROACH TO “TERM-NONTERM” CONTROVERSY
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IT1S SUGGESTED THAT WE CAN

MEASURE THE "TERMNESS" OF A LEXICAL ITEM
ACCORDING TO THE NUMBER O CON

CEPTS NECESSARY TO IDENTIFY TERM'S MEANING.
THE IDEA IS IMPLEMENTED THROUGH SPECIAL ANALYSIS OF TERM DEFINITIONS

TOPICAL PAPER
TOPIC AREA: 1;4

A few years ago I assumed that the nature of the term can be characterised in
the following way (Shelov 1982; Shelov 1990):

1. itis a concept denoted by a lexical item (word or word combination) that makes
this item a term,

2. termness of an item (= quality of being a term) is determined by all items
necessary for the identification of s concept within the whole system of definitions
(explanations) of these items, belonging to the field of knowledge under consideration,

3. the more information is required to identify a concept, denoted by a certain
item, the greater its termness s,

Hence the concept of termness is
are declared to be “more terms”

speaking, the greater is a conce
lexical item’s meaning, the great
Then immediately the q

postulated as purely relative, and some items
and the others are declared to be “less terms”. Roughlv
ptual addendum we are ready to accept in identifying a
er is the “termness” of this item.

uestion rises: provided with a good definition system of
some lexical items, can ‘we measure termness o

f any item, which is defined in this
definition system?

Here I am going to present a positive answer

of some theoretical and practical value for terminology, terminology data banks,
knowledge engineering practice and so on. Measuring termness might also render a good
service for any professional teacher as it helps in assessing difficulties a leamer could

face in his attempts to understand terminological items of any domain. Moreover, one
also gets the opportunity to assess termness of

any special lext /domain (by summing up
“termness” of all special items of this text/domain), the average termness of any special
text/domain and so on.

to this question which, I believe, is
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I will assume here that there exists a consistent logically and linguistically
itreproachable definition system for terms of a given domain. This assumption involves
that any polysemy or synonymy of the expressions that defines the corresponding
concept (definiens) is climinated. Particularly, this means that every cominon word of the
definicns expression has one and the same meaning, every syntactic relation sticks only to
one and the same semantic  relation, not a single linguistic meaning is expressed n
different ways, etc.

If this holds true, 1 could consider as the amount of “information required to
identify a concepl, denoted by a certain item” just quantity of all concepts expressed in
(he definiens expression for this ilem, namely, quantity of all autonomous words uscd in
the definiens expression. Thus we admit that any autonomous common word of the
deliniens expression contributes equally to the termness of the definiendum, ie. the
levical item to be delined. According to the above stated, it contributes one and only one
concept, so I will asses this concept coniribution as 1.

Let’s consider the definition svstem of computer science lexicon as this system is
presented in the Webster new world compact dictionary of computer terms, compiled by
Laura Darcy and Louise Boston (N.Y., 1983). Here I will put under consideration the
following 17 lexical items: arithmetic operation. bit. character. computer, data, digil,
error, execution, fatal error, fived-point notation, fixed-point operation, Sfont, frame 3,
instruction. program 1, radix point. storage (igures “1” and ~3” are (o point out that we
have picked up only the first and the third meanings of the corresponding items of the
above mentioned dictionary). Note that we have the following definitions of the lexical
unils arithmetic operation, digit, error, radix poini(slightly shortened and altered to be
more explicit and consistent):

(Definiendum) Term Definiens

arithmetic operation The addition (1), subtraction (1). muftiplication (1) or
division (1) of numerical (1) quantities (1).

digit Any of the symbols (1) representing (1) the positive (1)
integers (1) in some numbering (1) system (1).

error Any deviation (1) of a quantity (1) from the known (1),
correct (1) value (1).

radix point A period (1) that separates (1) the integer (1) portidn (1) of
a number (1) from the fraction (1) portion (1).

I have put figure “1” each time an autonomous word is encountered in the
definiens expression making a concept contribution to the definiendum item as 1.
Summing up and denoting “termness™ of an item x as T(x), we have:

T (arithmetic operation) = 6, T (digit) = 6, T (¢rror) =5, T (radix point) = 7.

We also have the tollowing dcfinitions of the

computer, fixed-point notation fovical units: bi character

(Definiendum) Term

— Definicns
bit o
A digit (6) in the binary (1°
g | ary (1) number (1) system (1
represented (1) by 0 (1) or represented (1-') b;' 1(( 1))
characrer i
| An alphabetical (1) letter 2il (6] i
why (1) letter (1), digit (6) or special (1) sym-
computer

:\n clle(célgonic/(l) device (1) for performing (1) high (1)
speec arithmetic operat; i -
o Lt perations (6) and logical (1)

Sixed-point notation The representation (1) of

point (1) i a number (1) where the radiy

assumed (1) to be (1) in a fixed (1) position (1).
o Using the same notation, we o

13, "1. (character) = T (digit) + 4 =

notation) = T (radix point) + 6 = 13,

eltOT (con{puler) =T (arithmetic operation) + 7 =
. T i) = T (digit) + 7 = 13, T (fixed-point

Implementing the same routine we get the following results:

_T I(data;) =T (character) + 6 = 16
operation) + T (fixed-point notationj + 2
(frame 3) =T (bit) + 3 = 16;

T (storage) =2 T (data) + 11 =
T (computer) + T (data) + 8 = 60:

% (pf:ogrqm 1) s T (instruction) + T (computer) + 9 = §2-

(execution) = T (instruction) + T (program 1) + 4 = 14-6"

T (fatal error) = T (error) + T (program 1) + T (execution) + 1 = 234

6, 7T (]iveff—poizzr operation) = T (arithmetic
=21, T (font) = T (character) + 6 = 16, T

43, T (instruction) = T (bit) + T (character) +

These s : g
il w:;)rr‘rrula:‘l::;fl‘rtagrmmw ! esglts _completcly match our intuition in accordance
by rhc\ ot ::1 pmlclpa!mg in a definition of the other is of less termness
s s 4. € a _good _pzcrure of the “level structure” of terminolo
o s o . the items Iamfmzenc operation, digit, error, radix point o
pt level; the items bit, character, computey S

o Sl . , fixed-point notation are
pt level and so on up to the item Jatal error which takes its posilitrm zlt :}}11:

seve is als i i

o[he;r-lt::; ﬂfinii ;‘: af;.ﬁ wo:l:h {!rawmg altention to the relation "to be defined through (the

e Ly :fle i:cc that is the terms alr‘cz'ldy defined that contribute most of all to

et e E | ems to be defined. This relation is of principle import i
2V scmantics apart of the problems discussed as it also plays a fundagne:tg?io:lg

in hierarchic genus-species
traled here give one more

m]-c:tl)nce;{tu:ﬂ structuring  of terminology, and particularly
re a!xon.slups between terms (Shelov 1996). The results ﬂl,u-
rcason in support of this statement. i
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Summary

The representation of approximative lexical time indicators (ALTT') in natural language for building
conceptual models, for integration in database systems or (other) Al-applications is made difficult by
a number of factors. In this paper, ALTI's are discussed relative to two related aspects: (1) vagueness
and (2) interpretation. As for (1), ALTI's are shown to be vague in degree. As for (2), granularity is
considered to be the determining factor in the interpretation and representation of ALTT's.
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1. Introduction

The representation of approximative lexical time indicators (ALTT's) in natural language for building con-
ceptual models, for integration in database systems or (other) Al-applications is made difficult by a number
of factors. In this paper, ALTI's are discussed relative to two related aspects: (1) vagueness and (2)
interpretation. As for (1), ALTI's are shown to be vague in degree. As for (2), granularity is considered to be
the determining factor in the interpretation and representation of ALTI's.

The first part of the paper analyses the vagueness of lexical time indicators (LTI's) in general (§2), both as
far as their status (§2.1) and as far as their interpretation is concerned (§2.2). In the second part of the paper
(§3), approximative lexical time indicators (ALTI's) are singled out for an analysis along three lines: (1) the
importance of modelling ALTI’s (§3.1), (2) the interpretation of ALTI's (§3.2) and (3) specific factors

determining the interpretation of ALTI's (§3.3).!

2. Lexical time indicators (LTD’s)

language different time conceptions and divisions are
time it takes for the earth to turn around its axis), (2)
) experiential or psychological time

“Time’ is an extremely complex nation, as in natural
reflected: (1) physical or natural time (c.g. day as the
artificial or calendar time (e.g. cenfury as a period of 100 years), and (3
(e.g.. evening as the period belween work and sleep). The categorization of time is mostly determined by
convention and on the basis of natural regularities (Devos et al., 1994). In language, time is reflected in
different ways: in tenses, aspect, lexical items, numerical elements or a combination of these. This paper

deals with lexical time indicators which may contain numerical elements.

2.1, LTI’s and vagucness

LTI's indicate either time position (e.g. today, shortly before 6 p.m.), frequency (e.g. 3 times a year, ofien)
or duration (e.g. the whole day, about 3 hours). Apart from this categorization, LTI’s can be subdivided

according to the following parameters:

(1) relational-situational:
Relational LTI's refer to a relation with a time point or interval and this relation is an anterior (€.g.

shortly before G p.m.), a posterior (e.g. some years after the war) or an approximative one (€.g. around 10
a.m.). Situational LTI's point to a time fact itself (e.g. in May, at 10 a.m., last year).

(2) bound-unbound:
Unbound LTI’s do not refer to past, present or future (e.g. at two o'clock, in May). Bound LTT's, on the

other hand, do refer to past, present or future (e.g. at two o'clock yesterday, in May 1944).

* information: the extension of expressions such as shortly before 6

Some of these expressions contain “vague
p.m. may be said to be fuzzy, as one may wonder wether 5.40 p.m. still falls within the extension of this ime
hould be distinguished from other forms of lexical polyvalence, such as ambiguity and

indicator. Vagueness s
generality, with which it is often confused. Semantic vagueness refers to an intrinsic uncertainty as to the
application of a word to a denotatum (Devos, 1995). With ambiguity the uncertainty is not intrinsic, as it is

situated only on the side of the hearer. If a speaker says: ‘I'll call you af 9 o'clock’ and it is not obvious from
the context whether a.m. or p.m. is meant, the speaker has the choice between a limited range of possible
interpretations. The speaker however, knows exactly which one is meant. This is not the case for vague
expressions: General information is found especially in situational and unbound expressions, when they
refer to an interval. In ‘My birthday is in May’ the information is unspecified or underdetermined, though
the boundaries of the period are fixed (i.e. between Ist and 31st May), as opposed to vague expressions.

Time indicators indeed ofien show some vaguencss in degree, as opposed to vagueness in criteria (Devos,
1995). The first kind of vagueness resides in the fact that one and only one well-determined criterion is
being scaled (e.g. the criterion "age" in an old man). Vagueness in criteria, on the other hand, can be found
in expressions like a big house: most often different criteria are called upon in naming a building a big

mes are vague in both senses. Semantic

s: (1) lexical, non-numerical indicators

seldom); (2) approximalive time indicators (e.g. around 6 p.m., around 1972) and

(or half open) intervals, i.e. indicators of posterior and anterior relations (e.8.
hese are the three types which we have investigated, as

house. Hence, this kind of vagueness is multidimensional. Many lexe:
vagueness can be found especially in the following subclasses of LTI
of frequency (e.g. often,
(3) indicators of half closed
shortly before 6 p.m., some linme after the holidays). T

described in §2.2 below.

.,

As time is a one-dimensi
p sional fact, vaguen i .
numerically (which makes i » Vagueness in degree is involved. M ime can
LTI’s by means of r“messelutr::o:;bjﬁug:géc)‘ tAlll this should facilitate aoma? l't;::iscnlat?e exf;_: e
given of a formal hi s et al. (1994) and V; on of vague
logic. They outli n:a_v..: Ogrgli";lsgg:!l;g }’ague LTI’s by means of fuzzyan s?gflfgl;mpi;;lab.(ll.;gfg an anal)'si?;s
line diff of representing vague time interval ¢ oY theory and fuzzy

s by means of fuzzy set th

cory. It is

modelled into a si e eeded if the (combined) data i =ciats
2s . single fuzzy time interval tha is suited as the geprmen‘::tz?;:e:f ;l;_"’ug!l Inquiries are to be
.2. The interpretation of three sorts of vague LTY’s: inquiry Inguistic term*,

In order to create i i
an ex?enmental basis for the representation of th

inquiry was carried out’. I e semantics )
sentences. No prediatermirwzf m[,s p“;r;balsl:"d what the underlined time ind?::‘a‘tr:f;i;[‘_’gleza survey
sentences were of the three ossibilities were given. The vague LTI's whi sty
: . : h a ed i
(often, now and then, s types mentioned in §2.1: (1) lexical, non- ol T appeared in the
' , seldom); (2) approximative time indi » non-numerical indicators of
of the century, around Ea, ' pproximative time indicalors (around 8 ; e frequency
ry, ster, around 5.10 p-m. last night, around
half open) intervals, i.e. indi 10 p.m. and around lunch-ti indi » around the turn
, i.e. indicators of posteri : “fime) and (3) indicators of h
end of next week, early this morning, posterior and anterior relations (after the Second Worl dalfi;ziosz;l f(:r
1] L4 e

the near future. st until deep in the 19th cetury, the I
which dejl; rnu:‘z[;es [;or{!y before 6 p.m). The results of this i“quiry,:;l da 1?8;1 Jew weeks, of short duration, in
e interpretation of vague LTI’S by average language usgrs[' on some (cognitive) principles

;) symmetrical intervals for ALTI’s
ymmetry seems to be very im i [
_ ; portant in the inte i

B’ e Interpretation of the second i

e o u$ i aé‘ nlty gf the answers consisted of symmetrical inlervalts)z i the LS. AR
only broken if for instance round numbers are used i (e FSEoncs pikiCgtven

b) round numbers |

Bour]d n_um'bers funcﬁon as cognilive reference

inquiry it is quite obvious that approximatio

approximation of 10 years is more likely to ap

r[:soua::.se in the nuqlerica_l system (Channell, 1994). In our
‘ | mostly given in terms of round nmnbérs
s e o (pear 1an an approximation of 9 or 11 years. Roundnes's c:nn

1-30 April, 1-20 April i _ s (e.g. for around Easter = 11th Apri
outlined in §3.3.2. pril and 1-15 April). This is often connected with the avoidl;r;tetg?rgr:rfzfa?t;w ;ri;;ike;
] , as

¢) experiential factors

Whereas the values gi
given for ALTI’s are qui i <
the answers given fo > quite uniform across informants, there i T
i v e o s s ad e iy o e s o 0 Bt T o
informants as endin e instance, in at the end of next week : ! . This can be
; g on Friday (school/worki week ‘week’ was interpreted
lexical frequency indi working week), by others as endi rpreted by some
; cators (oflen, seldom, canti ending on Sunday (normal week
values given for now and then in the , ...) experiential factors seem t mal week). For
; n in the sentence “H. ; 0 be extremely importan
month till 8-12 ti e only drinks al : portant. The
11'8-12 times a month, most probably due to the infonna:?s}"o;::‘::;;g"' r?&‘lgel from 0-2 times a
ce with alcohol.

The inquiry has shown tha
t the semantics of ALTI’s will
_ be
t},ﬂ:«asl:l :;ﬁze;e Is more agreement among language users aboul:lglr:ieasy
expe actors. Therefore a new inquiry was set up oo

eé:.(:l _foma::lze than that of the other
ing. ‘which i
siiom bl 151 : sw ch is less dependent on

3. Approximative lexical time indicators (ALTD’s)

interval appr oximativcly (e j i e turn of the ce Th
> I .B. a ound six o'ciock. a d 1974, h
" . r' 8 ound 1974, around t ntury, €y cons
of approximators" and "approx:mala . Approximators are always lexical ittemsj(.c{g aro‘:mds’. ”
. A approximala

are either lexical (e.g. around n :

be fodind 3 . an oon)‘or numerical (e.g. around 8430). I . 1

o o i e i cessin (e arund 6 ) o n i e g nd e o

fuzzy limits. We wi ' s refer (o an (symmetrical) interval stretchi fic 116 Gt

elements as app;ﬂj?,,ﬁ?&%"f?“ﬁﬁ (:):l;'m“m?g !ht’i interpretation of amun;%rlﬁgcif:z:igo:ﬁngu e:e:i

criteria, b =i are lexical items as approxi . eri

o night'u:; :lf arg;lde they are also more easily expericntially delem,ﬁ’nedm;:a (g, ev"”f"g)_ often vague in
period between work and sleep' or 'period of rest after work") ol Ehehing e pesind Setveoon day




3.2. Theoretical model

ing ti itional view on categorization is reflected: time indicators are
Iy st me'm?d:dofnrglz;iin;.;’t:,gugzz: ll?s l;';;ll::ol:;:e or false. For inslz}noe, next to the uguallfymtéo(l:nt;r::lt:
sha{ply del:qul . logic (Prior, 1967) uses special symbols, i.e. the_l{me operators. H(abitually), S
g laglc’f}entsu‘3 )gfor rendc:ring time indicators, but time is tradmoqally conceived of. Moreovc:ll 8 -
1y),_P(asl) i (l: o not on lexical time indicators, and on modal logic. Tenses, l}owever, are .oedy mos’[
:Eﬁ:;cgilocsliessla(::.ia?u:ﬁ' (proto)typical means of indicating t;mcr.bNot gn;;c t:r::s;ea,s ;vll::lt::alluﬁe;?;el:s "

i itions, adverbs an : ,

attcntiogls i:rc{ll;:l:::;ug:h:: la?tll?ngrlnglc;:::s? :rj(::[t):rs:l:inc temporal reference. Our analysis of ALTI's shows
nouns, s

the traditional view to be incorrect.

ed as a model of representing vague lexical
ST)(Zadeh, 1965, 1974) can be us cdoa
I:l St&dhfzz?u:tcﬁ?nwong‘( is that category membership can t:\era matltier eoli'n(li:&r:f.isl-‘:;z? mﬁﬁ ;Zat;
- iods of time. uzzy tim
i model vaguely expressed peri ' i _ e
Foadin onsi o Lll'sl;.:i lc?ris notion of time interval: whereas a point of time x either does or ic_:cs f:l?ctjon uf
to a crisp I

with a degree m(x).

i ! i sable in FST-terms, because: (1) ‘time’ is an
Va'gl_lc LT'FS‘ espef:la!lj_f Al%;::?n:ir:algzﬁml: ;ﬂ?f}nznt::zc variable, and are thus vague in degre:;;i (2).tm::
it S Lelble in numerical data and time can be objecuﬁefi, gnd 3) t'he predomina :
kot censt e cmes in the interpretation of ALTI's facilitate the formalization. For mslance; (;:r%uz]
it vlaluesmg w;: I;I:'Jv\fin values (mentioned between square bracke}s) [ur_ 17h30 [0], l?hbel [0. u;
ok gwe(;l 1 ; 131120 {054] and 18h30 [0], meaning that the time points with value 1 full.y 'On%:a g
e [1],_ lSh} [ol‘nd 18h an;l the ones with value 0 do not belong to it. The results frqm the inquiry
&eoz’::::itle{:ini:toafnlewals represented by functions in block model or by bell-shaped functions.

3.2. Inquiry on ALTI’s

.. . i which
i i uzzy i TI's refer to, an inquiry was carried out in w
i terpretation of the f intervals AL’ ' s _ ' hick
?ng'oﬁ;ngnaet:l: g.flskgi’ to intuitively indicate ls:i;p '(cn:pi)‘ ;;nds ;:;?s:ga ;::36,4:::?;381:; fz;o:n?g%hm,
i i ularity differing in leve size (cf. §3.3.1): 3 oy
Eng;lgggomﬁo:nﬁrﬁghs 7 limmd’ 4000 B.C., a;a:nd Segre;:be; : ::3;;7;0:::::: : ::i(ihﬂgou:i f: 3 ;{000'
I 4h) 10min 05sec, around February 3rd, ar | ] oo
arf)u;:g jg}f‘;::;s:;{igrc}{ 15th. around 1670, around (12h) 12min 17sec, around 18h22 and around 2
ar } ;

i i inqui " §2.2) was that it could not be derived if ipfomax'lts

: m-;lpodologlcal Sttlct.;:: (:n@c;ﬁu(g ;? ?&El'}'s;’;n;su:{'uiczg gr a )crisp interval, as they were asked to :gI:;; as crlf_i;;
gogmhvely e nd inquiry this problem was solved by asking them to indicate t“.rolmde b
!nterval. e 5?1974 t;lw informants were asked to indicate the interval the ALTI definitely oej ey
i am!;; 1976) as well as the interval it definitely does not refer to (N =no: e.g. (_Ipzﬂ-bem;:n'
e v b . ld_ be derived whether the Y and the N values are ndjaoe:m or if there is a zon; ;3 b Y';
A Ems il e maximum and a minimum value for each ALTI. For mstance,. for around 1 }1‘;1::;6
o7y 83\”6"3 inY" 1973 -1975; "max N" was «1970-1979— and "min N" was (-'-1972;1 tak_:n
o iy m mvrlatxsclear intenrai could be derived for each ALle In qach case ﬂu_a mtet:l Isn e
i aO‘V Of the answers minimally. In 75% a Y-interval was identical to a N-lqlewm. e
had to represent 3{ %0 -interval was identical to the value for the N min-m-terva%. However, lm only . (!:f o
- ?all:le_for e mraf..'x the Y-interval was identical to the N-interval (_especra_lly in the ALTI ds ?;(;:;; 4
t}loi:;d‘gslf::l ::j:; 14h15 and around 2500, and r:almla.rk}llbiy :11:; :::, st;(:; I;nisrt::ﬁl:;g:;h s 1;; Liow

" i ti ive C . !
implies that peoplg ?’“Z :ﬁl:r‘: g:ﬁ;nl?e::gzt;m:nd N.y rgﬂected in the fat':t that they leave s?n;f: lsepace in
l;.ist:vsef:le};td\(:ra[;oltlo;e:l“mal some aspects at least of the interpretation of ALTI's would be determinable.

3.3. The interpretation of ALTI’s

3.3.1, Granularity N - . i ot
i i f the determining factors in the interpt !
" the inquiry showed granularity to be one o i oo s
E?I-;?:Ulgrzxﬁlﬁfri:;?efgs {o the (abstract) time levels peopl'e use. It oonsuuftes a rather czrreszseg s
system 'of subordinate and superordinate categories in which different shifts may oc B

minute — hour — day —...). The cycli form

the interpretation of expressions or sentences containing ALTI's. For instance, the age of an infant
expressed in terms of months (e.g. Our daughter is /4 months old now), though the age of older child
adults is referred to by years only.*

In their system for the automatic deduction of tem
granularity, with year as an ‘absolute’ datum and month, day, hour and minute as cyclical data:
YEAR (year XXXX - year XXXX) e. B. around 1979
MONTH (month 01 - month 11) e.g. around September 1979
DAY (day 01 - day 27-30) e. 8. around February 3rd
HOUR (hour 00 - hour 23) e.g. around 6 p-m.
MINUTE (min 00 - min 59) e.g. around 6.10 p.m.

Concerning this five-level granularity, the following questions arise:

(1) As noted above, more levels can be distin

day — week — month ~» season/trimester/semester
not exhaustive (e.g. picosecond and language-spec:
ne). How many and which levels are to be taken?

(2) Undoubtedly some levels are cognitivel
not that important in everyday life, though pe
It may well be that periods of half an hour, a

concepts like "period of 5 minutes" or “period of 10 minutes" are not lexicalized in language. This could
undermine the above-mentioned reduction as for its co

gnitive basis. Indeed, from the inquiry the hypothesis
can be derived that ALTI's can be given the following intervals for each level of granularity® :

second: approximation of 5 seconds (around (14h) 10min OSsec, around (12h) 12min 17sec)
minule: approximation of 5 minutes (around 18h22)
hour: - full hour and half hour: approximation of 15 minutes (around 19h30, around 18h)

= hour + nx5 min (= multiple of 5 min): approximation of 5 or 10 minutes (around
20h10, around 14h15)

- hour + nx1 min: see minute
approximation of 7 days (week) (around February 3rd, around March 15th)
month: approximation of a fortnight (around September 1993)
year:  -around 4000 B.C.: approximation of 50 to 500 years
- around 2500: approximation of 50 years
- around 350 A.D., around 1670, around 2070: approxim
- around 1974, around 1979: approximation of 2 years
- around 2000: approximation of 2 to 5 years

This implies that other levels than those mentioned by
interpretation of ALTT's.

riods of an hour are: our plan for the day is mainly based on it.

day:

ation of 10 years (decade)

Maiocchi et al. (1992) are important in the conceptual

(3) Some inclusion relations have to be normalized, for i
Year (either 365 or 366 days). Some default values will h

3.3.2. Shifts of granularity

nstance in month (either 28, 29, 30 or 31 days) or
ave to be postulated anyway.

It is not enough to simply postulate a
scheme, and see if, for instance,
for a sublevel of granularity. In

granularity scheme, one should also look at the functionality of such a
the existence of one level of granularity acts as a brake on the given value

other words, does the place of the approximatum relative to a higher or
lower level in the hierarchy have any influence on the interpretation of the ALTI? And if s0, when does a

level shift occur, i.e. when does the interpretation shift to the superordinate of the approximatum? An

answer to these questions has significant implications for the symmetrical character of ALTlI-intervals. The
values given for the intervals are almost without exception symmetrical. For instance, for around 18h, in
which the approximatum refers to a full hour, a value between 17h45 and 18h45 can be given, but does this
hold for around 18h20 (= 18h05 - 18h35) or around I8h18 (= 18h03 - 18h33)? Does the interpretation

exceed the half hour level in these cases? There is, for instance, no shift of level in around April 28th,

around Iebruary 3rd, around 10h57 or around (14h) 10min 05sec (with respectively May Ist, February Ist,
!1h and (14h) 10min as endpoints). This implies that some intervals may be asymmetrical: around 10h57 is
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different levels, which are not always and not all relevant for

is Oﬂen
ren and

poral information, Maiocchi et al. (1992) use five levels of

guished in principle, for instance: second — minute — hour —

—» year — decade — century — millennium. This list is
ific notions as English a Jortnight or French une quinzai-

y more salient than others. Periods of a second, for instance, are

quarter, 5 minutes or 10 minutes are equally important, though




predominantly valued as 10h5S - 11h, around 1979 as 1977-1980 and around 18h22 as 18h15-18h30. In
around 4000 B.C., however, the shift necessarily does take place (Y min 4700 - 3900, Y max 4500 - 3500, N
min <« 4500 - 3500 — and N max < 5000 - 3000 =), asitisa round number, situated on the border of two
granularity levels. .

From this we must conclude that there is a correlation of factors. Not only granularity itself but also the
roundness of the reference points and the position within this granularity determine the interpretation. In a
previous inquiry, the ALTI around April 11th got an asymmetrical interval, due to the fact that it falls
almost in the middle of the month. Of equal importance as the predicate appearing in the proposition is the

s

distance between speech time and reference time.
3.3.3. Specch time and reference time

Reichenbach (1947) subdivides linguistic (tense-related) time into: speech time (ST), reference time (RT)
and event time (ET) 6 ST is the time at which an expression or sentence is uttered, RT the moment which is
referred to and ET the time at which what is reported on takes place. Important for the interpretation of
ALTI's is the distance between RT and ST: in general, a small distance (e.g. RT = around 2000, ST = 1997),
diminishes the value of the interval, while a big distance (e.g. RT = around 2500; ST = 1997) enlarges this
value. However, this rule does not seem to apply (to the same extent) to smaller granularities, like second,
minute or hour (e.g. ET = around 19h30; ST = 18h). In some cases ST acts as the limit of the interval, as
can be seen in around 2000, which, in 1997 will be valued as 1997 - 2005.

3.3.4. The size of the approximatum

A factor correlating with the previously mentioned distance between RT and ST, is the size of the
approximatum: the larger Jevel the approximatum refers to, the larger the interval is valued. Undoubtedly,
around 4000 B.C. has a bigger interval than around 3850 B.C. or around 350 A.D. From the inquiry it is
also clear that the smaller the level of granularity of the approximatum, the more agreement there is on the
given intervals. There is more consistency in the values given for second, minute or hour than in the values

given for day or year.

4. Conclusion

Our analysis has shown that ALTT's are vague in degree. In the interpretation of ALTI's a number of factors,
the most important of which is granularity, seem (o correlate. In theory, a fuzzy set-theoretic approach to
ALTI's has a surplus value to other approaches in that il cognitively more adequately deals with vague
expressions. FST can model ALTI's more adequately than traditional representations, though some problems
remain, This modelling is important for the representation and handling of LTI and for time reasoning.

Typically, however, is the lack of cognitive (linguistic) evidence for this modelling. Dubois and Prade
(1989), for instance, develop a system for representing vague time knowledge using FST, but their analysis
presupposes an adequate linguistic description, which in turn presupposes the possibility of such a uniform
and complete description. Only in a summary they point out the personal and contextual dependence of
temporal knowledge.

This paper argues for a more global (cognitive) approach to vague approximative time indicators and for an
adequate linguistic description. This linguistic description should be based on findings about how human
cognition handles and organizes time data. It should, amongst others, take into account the three time
conceptions mentioned in §2, and the various interrelated factors determining the interpretation of ALTI's.

NOTES

! In this paper we report on results of a interdisciplinary research project, financed by the Fund for
Scientific Research (Flanders), carried out at the University of Gent: ‘Fuzzy Temporal Databases,
approached interdisciplinary from linguistics and from computer science.” (Project number 3.G.0091.96).

2" gome major objections {owards fuzzy set theory and the relation between this theory and prototype theory

are discussed at length in Devos (1995). .
3 The inquiries were held amongst fifly students of Germanic philology and twenty students of Informatics

at the University of Gent (aged 18-22), in December 1992.
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a question such as ‘Wh .
ere are you working at present?’ may, depending on the context and the situati lance,
10

yield different answers, like ‘in E %,
2 urope’, ium’, ‘i Bt i
st DO pe’, “in Belgium’, ‘in Gent', “at the University of Gent’ or ‘in the E

5 =
Mind that these prototypical i
6 ypical intervals can be . .

For comments on this division, sce Klein, Togs by the fctors described fn §3.3.2.
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L. Komarnytska | hi
stori
NG PHONETIC MOTIVATION OF THE WORDS : | orical words, terms, etc.) and non-standard vocabulary (dial
alecta

1 words,

| FACTORS DETERMINI _ '
| AN EXPERIMENT IN PHONETIC SYMBOLISM. Jargonisms, vulgarisms, etc.) were chosen.
We included into the li ' ' ;
| A series of questions connected with the investigation of sound-sense 1) belonged to one of the t}elr:t lexical units which:
correlation is known in linguistics as the problem of phonetic symbolism and phonetic 2) did not contain ¢ parts of speech (nouns, verbs, adjectives);
. In “meaningful” prefixes and ’
mofivation. 3) whos and suffixes (un-, dis-, etc.)
e sound form did T
Traditionally, phonetic motivation (PM) is defined as a certain relationship counterpart not resemble the sound form of the Russian or Ukraini
: an
between the sound form of the word and its meaning. Thus, 3 types of PM are
. _ > : typ The order of presentation of 700
differentiated : words was determined on a random basis
1) positive PM (the sound form of the word is appropriate to its meaning); Subjects and
o i and Questi ]
2) negative PM (the sound form of the word contradicts 1ts meaning); Questionnaires
3) zero PM (the relations between the sound form of the word and its meaning are 70 undergraduates of Ch
Y ermivtsi Universi
| neutral). o _ versity (Faculty of Forei
| o majoring in English served as subjects of this stud ty roreign Languages), |
For the most part researches into the problem of PM were limited because the The written and oral study. |
r i -
experimentators selected for the analysis only words with vividly revealed point scale as to “fitti instructions directed them to rate the stimulus word on a5
« - . ingness” of the sound fi : ) |
S mponent of meaning. cers o 1n orm of the w ; :
expressive” component of meaning 5” indicated the closest sound-sence | ord to its meaning,
The objective of the present study was to obtain “quantitative measures” of PM «<4» 4 -sense linkages;
» < - decreasing appropriateness;

of various lexical units and to examine some previously unexplored factors which s .
3” - neutrality;

might influence the degree of sound-meaning linkages. “1”
1 - complete lack of appropriateness of the sound f |
meaning. und torm of the word to its
Methods and Procedure The questionnaires included:
| 1) an English word;
| Stimulus Material 2) its transcription which
n which guaranteed the ade N '
quate “sound image” of the w
ord;

3) the '
) the Russian counterpart presented by 2 or 3 translation equivalents

The list employed in the experiment contained 300 words chosen from the NeW

h-Russian Dictionary (2) and 300 words taken from Thorndike-Lorge word
”’ 100

(4). As the selected words belonged mostly to the “neutral vocabulary
ary-bookish vocabulary (archai®

g S

Englis
Sml . . .
ctural similarity between English and Russian sound forms

count
additional words characteristic of special liter
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Results and Discussion

The ratings of each word were summed and the summed scores for the words

were averaged.
The data were processed with the help of the statistic criteria X* and the

coefficient of concordance.

Only the results significant at the 0.01 level were taken into consideration.

The following factors which might influence the degree of PM of the words
were analysed: semantic status of the word, its stylistic register, grammar category and
frequency of usage.

The stylistic register and grammar category of the words were identified by the
corresponding dictionary indications (2). The frequency class of the word was defined
according to Thorndike-Lorge word-count (4).

The semantic category of each word was determined in Experiment II. The
subjects were asked to classify 700 words into 14 “meaning” categories:

1) sound; 2) taste; 3) smell; 4) tactual experience; 5) light; 6) movement; 7) size, form;
8) colour; 9) intellectual and mental activity; 10) appearance; 11) features of character;
12) emotions; 13) areas of space; 14) others.

The statistic treatment of the data has given the following results:

1. The functioning of phonetic symbolism in the English language is for most part
restricted to the words which denote sound, movement, smell, light, tactual
experience, i.e. those concepts which present elements of the sensory continuum. The
least phonetically motivated lexical units are the words denoting concrete and abstract
notions. These results appeared to confirm the data obtained by J.M.Peterfalvi (for the
French language) (3) and by J.Kurcz (for Hungarian, Chinese, Japanese and Swabhili)

(1). Thus, the experiment justifies the universal character of the phenomenon of

phonetic symbolism.

2. d 0 P on Y Which
The egree of PM depends the stylistic layer of the word Words hi
: c

belong

to non-standard vocabulary revealed closer sound-sense relationship than
characteristic of the special literary bookish vocabulary

3. High-frequency words are ch i
aracterized by stronger sound-meanin i
low-frequency words. B than

Wordg

4. The relationship between the sound fonn\of the word and its meaning is ¢l '
verbs and adjectives than in nouns. e

Summary
| 700 English words were measured by 70 subjects on a 5-point scale with th
aim to define the appropriateness of the sound form of the word to its meaning e

The results of the experiment indicate that the degree of sound- .

) ' sense correlation
associates w : ' )
with several factors: semantic status of the word, its stylistic register

grammatical category , frequency of usage.
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On the Nature of Koehler's Effect
Yu.K. Krylov
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In the monograph by R.Koehler [1] there was described a very important effect of
the words' average length oscillation as a function of their frequency of use (according
to the data from a representative frequency dictionary). Use of the approach suggested
by R.Koehler to the analysis of data (i.e., calculation of gliding averages not only for the
function, but also for the argument) allowed us to establish that oscillation of the
conditioned averages are observed also in other distributions. For instance, they take
place in the case of the average words' polysemy dependence on frequency of words'
use. Also it is observed for regression line of bimodal length distributions for units of
different levels of coherent text organization. In this context, further as the Koehler's
effect we will mean the polymodal character of the dependence of the conditioned
average in case of two-dimencional distributions of any linguistic nature. ,

The main problem arising in connection with this effect study consists in search of
answer to the question about the mechanizm of arising of observed nonmonotonous
dependences. As it is known, smoothing of some time series determines change of its
structure and, possibly, leads to the emergence of "low frequency" oscillations even in
the case of pure random series - SO called Slupski-Jule effect. Correspondingly, there
is a problem of separation of the oscillations, contained in the empirical data and the
oscillations generated by the calculation process, which can be resolved by use of
different algorithms of averaging. That is why while revealing empirical dependences
there were used not only various algorithms of gliding means calculations, but also
smoothing with the help of geometric mean (averaging of logarithms for basic
magnitudes), and even were used some robust algorithms not having some typical scale
for a window of averaging.

Considering of the dependence of lexemic length L on frequency of their use F for
vocabularies of M. Lermontov and V. Shukshin showed that under the condition of
norming of the frequency spectrum by the frequency of the first rank word, position
and width of the main maximum in these vocabularies coincide with the analogic
characteristics in R.Koehler's studies [1]. Use of frequency dictionaries of textual
conglomerates permitted us to establish that amplitude of observed oscillations
decreases according to the increase of variety of texts involved in the textual
conglomerate and according to the decrease of length of textual fragments taken for
compiling of some frequency dictionary.

Analysis of the trend L = L(F) in case of novels by F.Dostojevski ("Demons"),
M.Bulgakov ("Master and Margaret"), V.Belov ("Customary Case"), [.Turgenev
("Asia") and other whole texts allowed to find that the trend can be satisfactory
described by the logarithmic dependence L = alnF + b. In this case coefficient b
significantly increases as a function of the considered text length. The latter fact gives
evidence for the statement that wsatiation" of a text by lengthier words appears not
locally in the vocabulary area of low frequency words, but more or less steadily along
the whole frequency range.

Smoothing of remainders obtained by way of subtraction of the trend from the
corresponding empirical dependences revealed presence of some stable maximums,
appearing in the result of processing of some separate large parts of fiction prosaic
texts, and the correlation of these maximums with oscillations observed in case of
corresponding processing of the whole texts. However, most brightly the Koehler's
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third significant figure.:
Investigation of features o

f coupling combinations of phonetic words permitted to
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word beginning from a vowel

(or, on the contrary, consonant) does not depend on what kind of phoneme is jp the
end of a previous word in a speech chain.,

Both above formulated laws allow to derive absolutely theoretically (without any
adjusted parameter) elements of the transitional matrix of a markovian chain of the
first order, describing alteration of microscopic level marinons and to test numerous
sequences, resulting from proposed theory. For instance, it immediately follows from
mentioned above regular correspondences that average number of consonants contained
in one rhythmon equals 1. Taking into account that the number of syllables in any

phonetic word equals total number of thythmon minus 1, is possible to arrive to the
Menzerath-Altmann's law:

Lig=1+1/g o

Here L - average length of a syllable (estimated by the number of phonemes), g -

length of a phonetic word (in syllables).

: Le., correspondence between number of
syntagms and phonetic words, number of sentences and syntagms, number of

paragraphs and sentences etc., should also be characterized by the same universal
constant.

Experimental testing of the formulated above hypothesis showed that it is really
confirmed with very high degree o

f precision. Moreover, analysis of marinons'
distributions for any two levels i and j permitted to reveal that the distributions posess
very high degree of correspondence for any two levels which have the difference
between their ordinal numbers j - J=Constant, In this case the length distribution of
syntagms, expressed in rhythmons, differs only by chance fluctuations from the
distribution of sentences, expressed in phonetic words, and of paragraphs, expressed in
syntagms. Just this fact is a principal content of the law of fractal likeness.
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Database of Russian Synonyms and its Quantitative-Systemic Analysis
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"Dicti f the
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Language" by Tikhonov A.N. and a number of etymological dictionaries.
The following results were obtained:

Groups of Synonyms t
XEI;TV:JZﬂd abl:)ve, marginal groups of synonyms were used ch)r ';'hhi rcms;r;mum
investigation: 2-unit groups and groups of 83211('11‘ Ial;;?;els:}?:\?g?h e; T T amoups of

i is 33.
number of synonyms forming one group

different volume:

Volume of a group\ Number of Groups

12
9 10 11
s %3 ‘1‘ A - 16 18 19
20 22 23 33 _
34 21 13
1445 91 61 1
3 1 1 !

be
As it can be seen, correlation between the volume and number of groups can
characterised as inversely proportional.

Synonymic activity:

g

i i hich
ically active words, i.e. words W
onyms only, more synonymica
(lme_ grost;l:n‘:lfi};nvaﬁants are used in several different groups of synonyms, are
exico-

concentrated in Excerpt of maximum volume groups.
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Parts of Speech:

maximum volume shows predominance of verbs and adjectives over nouns. Therefore,
non-attributive part of speech (nouns) tends to form 2-unit groups rather than groups of

maximum volume; while attributive parts of speech (verbs and adjectives) are more
characteristic of groups of maximum volume.

Polysemy

Words forming synonym groups of any volume are more polysemantic than words of
the whole language. Thus, average polysemy in the whole language is 1.67 meanings

per word, while average polysemy of the 2-unit groups of synonyms is 2.95, and of the
groups of maximum volume - 2.63 meanings per word.

Age of Word

In order to make comparison easier, ages of words were grouped into 7 periods. In total,
the percentage of indo-european, old Slavic and ancient Russian words forming groups
of synonyms is higher than the relative percentage of the words in the whole language.
The highest percentage of words in both excerpts of synonyms relates to 18th century
(35 - 36%), while in the excerpt of words of the whole language the peak related to
words of the 19th century (around 30%).

Frequency:

According to calculations made on the basis of excerpt from the whole language, the
average frequency of the words of the whole language is 14.59; average frequency of
excerpts of synonyms is much higher - 52.2 for 2-unit groups of synonyms and 41.3 for
groups of synonyms of maximum volume. As the difference here is substantial,

conclusion can be drawn that relatively high frequency is characteristic of words
forming groups of synonymes.

Stylistic Characteristics:

This parameter opposes two excerpts of synonyms: the overwhelming majority of
lexico-semantic variants or words of 2-unit groups are stylistically neutral, while more

than 50% of synonyms in groups of maximum volume are stylistically marked with
strong predominance of colloquial words.

Derivational characteristics:

Derivative words prevail in both excerpts, root words tend to form 2-unit groups rather
than groups of maximum volume, and composite or composite-derivative words are
more characteristic of 2-unit groups.

Borrowings:
Borrowed words tend to form 2-unit groups, which, in our opinion, correlates with

predominance of special words in the excerpt and their tendency to form groups of 2
synonymes.

Homonyms:
The share of words having homonyms is low and is almost the same in both excerpts.

Phraseological expressions;
Almost 1/5 of words in each of the excerpt have phraseological expressions.
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University of St.Petersburg, Dep. math. and struct. linguistics.
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e of notion seman :
volum (class of details)
i inverse
Relationship of direct inv
volume and content
Procedure of articulation division
partitioning
i ation
Incomplete basis reconstruction extrapol
induction problem
nous
Components heterogenous homoge
i external
Representing system internal
organized abstract logical
ystem in time and space construction
i istributive
Component collective csi:tnb
aggregate set
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(population)

Model Lesniewski Cantor
mereology set
Probabilistic mathematical probability
concept statistics : theory
Examples text, lexicon,
19th century list of works

Russian literature

Within this context statistical notions as such were never specifically considered,
though the opposition of mathematical statistics and probability theory discussed.

Therefore the works of A.A.Chuprov are of interest, who focused on logical basis of
statistics early in this century.

As an exact equivalent of the opposition of collective and distributive notions, he had
that of group and generic notions.

On this basis, he introduced discrimination between two types of statistic aggregates,
one of which he named real population and the other descripted as artificial without
giving them any special name.

Detailed examination of the notion of real population leads to conclusion that this is
not simply statistical collective notion, but the type of collective notion, to which rigid,
not soft systems correspond, internal, as determined much later by A.A Malinowski
(son of A.A.Bogdanov, originator of tectology).

A.A.Chuprov's approach revealed characteristic features of collective notions of
statistical nature.

In this context, it is very important that A.A.Chuprov entered the discrimination under
consideration into problematics of the Rickert's opposition of ideographic and nomotetic
knowledge by demonstrating that statistical knowledge is intermediary type of
knowledge between two Rickert's types of knowledge.

Panchronic and panchorologic features of distributive notion reveal its nomotetic
nature, while temporal and locative definiteness of collective notion indicates its
ideographicity (here we have, however, some problems with collective notions that have
not a single empirical referent, but are rather generalized structure of a class of
referents),

The idea of A.A.Chuprov is extremely interesting that on the basis of such an
interpretation of ideographic and nomotetic knowledge it becomes surmountable the
diadicity of opposition of fundamental types of notions, which gives the way to
introduction of two more classes of notions (A.A.Chuprov had not quite clear terms):

ideographic generalizations, for which notions locative parameters are fixed and
temporal parameters are not, and

relative historical notions, fixed in time and not in space.

Then along with collective and distributive notions jn linguistic studies four possible
classes of aggregates should be discerned, as may be illustrated in the following
examples:

Collective notion: story as a literature form opposed to novel, tale, etc, or
"Chameleon" by A.P.Chekhov.

Distributive notion: second half of the 19th century Russian stories.

Ideographic generalization: Russian story in general, from N.M.Karamzin to future
end of the form.

Relative historical notion: 1890's stories written at any place, possibly including
extraterrestrial locations.

Discerning the nature of a notion is important in carrying out concrete
linguostatistical studies, as each type of aggregates requires specific procedures of
sampling, representativeness determination, and results interpolation.
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distributive one. In amf ial aggregates (distributive notions), ideographic =
: i ici R . i
(coucc:‘lvetircl::ln(oszz’not certain in time) and relative historical notion (not certain in the
generaliza

space). All four types of sets exist in linguostatistical studies.

Jouko Seppinen

Helsinki University of Technology
Department of Computer Science
FIN-02150 Espoo, Finland

| In system theory one distinguishes between two classes of Systems, namelyobject systems and
model systems, i.e. systems standing for or representingsomething else than what they

| themselves actually are. Subcategories ofmodel systems are signs, codes and languages,
! including natural languagesas well as thought. In this paper we will review the history and

| ’ { philosophyof model thinking and its central notions, including concepts like object,subject,

feature, relation, analogy, homology, classification, metaphoretc. and consider model theory as
| H a conceptual and qualitative foundationfor theoretical and quantitative linguistics.
| | The use models of various kinds is common in everyday life and in science.The
‘ principles associated with and problems arising from using models havebeen studied in many
fields: in philosophy and methodology of science,physics and mathematics and other sciences
as well as in art andengineering. Special modelling and simulation techniques have
beendeveloped in analog and digital computing, information and computer scienceand other
r fields. Related questions are discussed in theoreticallinguistics and semiotics but still there is no
| well established andgenerally recognized theory of models or model philosophy. Such a
r scienceshould make explicit the theoretical foundations of using, developing andinterpreting
models and languages and the validity of knowledge thereby obtainable and represented.

The theory of models has a close connection with functionalism.Functionalism s a
philosophical view which maintains that functions andqualities can be relatively independent of
specific underlying media ormechanisms in which they are realized and that the same
| functionalities canbe realized in different ways. In philosophy this question is exemplifiedby the
| mind/body problem.

Understanding and defining the principles and notions involved in analogyand metaphor
precisely it becomes possible to define precisely also thenotion of information as a
fundamentally subjective concept. A subjectivetheory of information is necessary to define
precisely higher level notionslike knowledge, thought, language, communication, control,

measurement,mental image, aim, goal, interpretation, meaning, context, world model etc.which
| are central to analysis of mental, linguistic and cultural systemsand processes including art,
: | religion, philosophy and science.
! Models can be characterized in terms of degree of correspondence andconfidence with
|I respect to the object being modelled. The degree ofsimilarity can vary from partial resemblance
to an identical copy - illustration, lat. in + lustre, lumen, light, throw light,elucidate, exemplify

- visualization, lat. visu, sight, make visible, form a mental picture
| - simulation, lat. simil, same kind, assume same appearance
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_ emulation, lat. emul, rival, strive to equal

— imitation, lat. imago, image, behave or become alike

_ animation, lat. anima, soul, give life to

_ realization, lat. res, thing, make according to a plan

— copying, lat. copios, abundant, make a similar exemplar

— self-reproduction, make a copy of oneself by oneself.

Analogies allow inferences to be made about the target system on the basisof what is
known of the model. An analogy may be partial, when it is asimilarity relation, or complete,
when it is an identity or one-to-onerelation. Usually models are partial, since 2 complete model
is a copy. Ananalogy can be physical or formal. In physical analogy there is similarityof
property, form, structure or function whereas formal analogies may belogical, mathematical or
computational. A model may be actual, mental orsymbolic, i.e. an object, a thought or a verbal

or sign model, and it canstand for other actual, mental or symbolic objects as targets. Sign

modelsare traditionally subdivided into pictorial, diagrammatic and textual. Insemiotics sign

models are subclassified as iconic, indicial and symbolic.
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THE CHI-SQUARE TEST AND ITS SIGNIFICANCE IN STUDYING
STABILITY IN RESPONSE PATTERNS

Amitav Choudhry
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e-mnail : chou®@isical.ernel.in

SUMMARY

The paper examines the significance of the Chi-square test in studying stability in response
patterns in language attitude questionairres which are based on the Likert method. The paper
also tries to justify the validity of adopting the 3-point opinion scale instead of the 5-point scale.
The paper Is based on an empirical study on the language attitudes of Bengali (Indo-Aryan)
speaking subjects in the context of Indian plurilingualism.

ABSTRACT
In sociolinguistic rescarch there arc various means of collecting information
which may subsequently be subjected to either qualitative analysis or
quantitative analysis or both. For any kind of quantitative investigation we
need ways of making sense of (he data and this is (he purpose of stlatistical
methods. According to Butler (1985) courses in the application of statistics
concentrate far too heavily on the methods themselves and sufficient attention
is not paid to the reasoning behind the choice of particular methods. Most
linguists are not interested in the more theoretical side of the application of
methods nor the mathematical mode necessary for the derivation of formulae.
Where the urgency to apply statistical methods is felt, one just wants a menu-
based application which can take care of quantification of a given set of data.
They are more anxious to fit their data into a given format and in the process
monitor their rescarch over a tailor-madce path so that some quantitative
deductions can be made, with scant respect to whether the final figures which
may even look fanciful, do justice to the analytical aspects of the research in

question. It is important for researchers (0 understand the rationale behind a

particular method before attempting to apply it on a given set of data.

Once we have a set of data, sometimes it is necessary to draw conclusions after

carefully examining every occurrence, or every response from a chosen

.ust O i

exam y i i gI '

. Ou
s

criteria i i
in their response patterns, and this conclusion cano

re i
flect the attitudes of respondents in a given context.

)

was conducted by me. Th
- . . Though the
P enty settled Bengalis had a nore accomodative attitude towards

Tel o
ugu (Dravidian and also the dominant regional language), a majority of

English was highly positive on man

y counts. What [ have done here j
few statements which were part of N

the attitude questionairr i

e used in my stud
and for i o
or the purpose of computing Chi-square, compared a few pairs of

statem ility i
ents to see the stability in the Iésponse patterns of the subjects in

question. The study concludes that the claimed attitudes of the res ond
were fairly uniform with a marked stability in thej pondents

multilingual India.
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Native Speakers’ Reactions to Modern English Usage
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Summary: The paper deals with the question of usage in modern American English. A question-
naire with sentences of disputable correctness was sent to randomly chosen people in the US and
was then analyzed statistically and interpreted linguistically. A graph theoretical clustering
algorithm is developed in some detail and forms the basis of the analysis.

Topical paper: Sociolinguistics

1 The Empirical Study

1.1 Selection of Items for the Study

The discussion of correct or appropriate usage has a long tradition. Over the years a list of items
has been accumulated that serves as one source for our investigation. Other items have been added
to this list from personal observations of the authors. Eventually, authentic data from word corpora
will also be included. For the present study, selected items were combined in a questionnaire for
presentation. Subjects were required to perform three separate tasks. Thus, section I contained
randomly placed statements of divided usage. The subjects had to react to these statements labeling
them ‘correct’ or ‘incorrect’. In section II the subjects were asked to supply the appropriate
question tag to a given statement. In the final section, the subjects were presented with two, three
or four statements per item and were asked to rate the different statements as to their relative
correctness. The version of the questionnaire reported on here contained a total number of 71
items. Only items from Section I (48 items) form the basis for this report.

1.2 Selection of Subjects for the Study

In the literature, a number of studies have relied on anecdotal or accidental evidence. Most subjects
were members of a small academically oriented group of educated native speakers. In order to
start from a broader base of socially relevant groups, this study, in contrast, relied on a random
mail poll in a number of different cities in the United States: Washington, D.C. and Philadelphia
in the East, Ann Arbor and Milwaukee in the Midwest and Pittsburgh and Cleveland half-way
between these points. In order to analyze social variables, the subjects were asked to mark their
age, gender and education, and optionally their occupation. Approximately 1200 questionnaires

were distributed to 600
: ! postal addresses. 207 of these we:
the questionnaire, the subjects were divided into three al;retume{l' 7y

e groups (20-30 purpose of
Into four groups according to educati i : ps (£9-30, 30-50, aboy
advanced degree). ¢ ucation (high school diploma, some college, college ;rsa(c&:?d

e’
1.3  Results

eval uatin g

variab :
can be reported. riables and the item

Looking at the correlation betw:
: een age and gender, it can b
subjects above 50 years of age is .96, followed by the 30-50 yi;rtjscwed i

The lowest correlatio ; i
; ns are obsérved in the $
coefficient of .72 and ‘men above 50’ e ST e

men and women on the variable of edu
for college graduates (.94), followed b
cgllcge graduates’ with ‘female advanc
high school graduates (.52) and
. An interesting item on the ques
in coordinate constructions after
this divided use of 7 and me.

s of divided usage some interesting results

coefficient for

oldssowith a coefficient of .9].

: ve 50° vs ‘me -30” wi

Vs ‘women 20-30’ with a coefficient of gg.ogoom‘?:b .

cational background, the highest correlation is obfer\lrng

y those wl}o earned an advanced degree (.92) and ‘maeie

‘fema;:d ;et}glrew (.91). Th:a lowest correlation is observed with

ety some coll?ge vs ‘male high school graduates’.
nnaire is the one dealing with the use of subjective pron

a preposition. Eight of the items on the questionnaire c?ealt c\::rlxltl;

(1) There is only one man between he an 1

(2) Between you and I, our neighbors dru(:kt 1111‘25331 e

(3) He came after Alan and I, and he shot him g

(4) John invited Bill and I for dinner .

(5) She told Charles and I the whole .story

(6) I think it is up to you and I to decide. '

(7) Is that the kind of world God intended you and I to live in?
(8) It's about time for John and I to buy a new house e

These statements may be group

; ed into fi i
preceding the Ixizal tous paras 0 four grammatical structures. (1) shows the pronoun

_ e in the coordinated prepositional : i
tional phrases where the coordinated objects are both pronouns; &l;rflé‘&g,) (rze)qinife(zg)_]::tf:emm-
3 € case

on the basis of the coordinated di i
: : irect lexical and pronomi 2 e
utterances in which the coordinated noun phrase li)s tthEIIIIIIJ?L;bJeCtS, s (0= ) constiune

sentence. of an infinitival complement
Preliminary results on the basis of i i
. 2 o di
ability: 0t 207 questionnaires show the following distribution of accept-

(1) -- (18 acceptable - 182 n

) (54 - 151p) ot acceptable)
(3)-- (17 - 186)

(4) -- (53 - 147)

(5) -- (50 - 152)

(6) -- (56 - 145)

(7) -- (52 - 149)
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(8) -- (70 - 133)

1.4 Discussion

There appears to be a clear distinction between the low acceptability of (1) and (3), the high
acceptability of (8) and the rest of the sentences. The low acceptance of (1) and (3) is explained

by the fact that they contain a lexical noun in the coordinated structure. For the other sentences
ts can be advanced. The structural complexity of the utterance,

a number of linguistic argumen
the phenomena of lexicalization and change of grammatical categories as well as pragmatic
considerations determine the relative acceptability of these items. In (2), for instance, the coordi-

nated pronouns are felt to be single linguistic unit with the status of a standing phrase.

The results for items (2) and (4) to (7) show only insignificant differences. At first glance,
therefore, the linguistic division made above seems to have no affect on their acceptability.
However, upon closer examination, the weight of the linguistic arguments may be different for

the individual items.
Sentence (8) can be accounted for by an ana

complement sentences are formed with the
corresponding to (8) may be 9):

lysis of complement sentences in English. Finite
conjunction that. Therefore, the finite sentence

(9) It's about time that J ohn and I buy a new house.

) the preposition for is considered as a conjunction when
logy to the conjunction that in finite sentences.

upplemented by non-linguistic ones such
and political or cultural backgroungs of

Thus for native speakers accepting (8
the embedded sentence is non-finite in ana

The linguistic arguments presented here have to be s
as affective variables, social and situational factors,
individual speakers.

A number of conclusions can be drawn on the basis of this study: First of all, divided use of

linguistic items may be accounted for by linguistic considerations. Secondly, the complexity of
the utterance determines in part its acceptability. And finally, non-linguistic factors will have to
be taken into consideration in an analysis of items of divided usage.

2 Mathematical Models

Determining a partition of an assemblage of objects into maximal collections of suitably similar
one of the main tasks in statistics. From the linguist’s point of

objects is, apart from its analysis,
view, however, the elements to be combined into linguistically relevant subclasses are structural

objects rather than mere n-tuples of numbers. Algorithms, therefore, should reflect this and operate

on finite structured sets.

2.1 Categories and Functors

ain structures studied along with a class of
ncepts of category and of functor provide a
| and statistical analysis. A category K consists of two classes (not

In an abstract way, survey data are sets with cert
mappings that preserve these structures. Thus the co

working tool for mathematica

necessarily sets) O, and M., fi i
K k» for which the memb
are call 7 an s of Q .
ed morphisms, and the fol lowing conditions are :aif:f'f:(lil-ed objects, the members of )
. K

( )
bl s

C2 if fis in M( is i
: (&, b)and gis in M, (b, ¢). th :
and is a member of M, (a, c);K(b, ), then the composite gof of f and g is defined uniquely

C3 if f, g, and h are
» 8, members of M(a, b), M, (b
C4 ?nd hoﬁgnﬂ are defined, then (ﬁ(og)oz; hKo((f,:o(f:))-’ nd Mi(e, ) respectively, so that (heg)ef
or each obj i : . ’

that fo ea0= Fand ’eﬂol;li lgs; there hism ¢, in My(a, a), called the identity morphism
M, (a, o) a are objects b and ¢ for which fis in M (b, a) and éigfﬂ

k Of morphisms such

Further us
eful concepts are .
a similar m ) zero morphism, isomorphism or equival
anner, the concept of a quivalence, automorphism, etc. In

: functor mappi i
particular, covariant T mapping category K into catego is i
defitnd functors, contravariant functors, isomorphisms an dgagi L 1s lntro}cliuced. In
. -1somorphisms are

maps OK into O an¢ for each ; . .
the propertics: L ach aand b in Oy, maps Mk(a, b) into ?

F1  Ife, is the identi e
a ty morphism in M . L
Fb)]; x(a, 2), then F(e,) is the identity morphism in M, [F(a)

g are morphisms in M(a, b) and Mg(b, c) respectively, then F(gef) = F(g)oF(f)

A contravariant functor i
: s defined correspondingl
F(a)] and the equality in F2 is replaced by F (gﬂf;g =Y ,F(Z}f{)i;?g;hat PR, i S0

22 Q1 i
ustering Structures: Graph-Theoretic Clustering Algorithms

Starting w%th these abstract conc
Into meaningful classes.

A cluster is a maximal ¢ i
ollection of suitably simi j
y similar objects drawn from
a larger collection of

objects. A combinatori
al cluster analysis model i i
15 appropriate where either th
e raw data are in

the form of a similari i
arity relation or where the number of objects is too large for distan
ce matrix

methods to be computation
; ally tractable. Obj
pairs of obj s . - Objects are presented b i
g t}i] :cts sz;itlséf{mg a particular similarity relation are tenigcf ;?Zf;: f;a graph, and those
To put it mogrel agre;: h I;SteGI's_ are then characterized by appropriately fo.:me:i1 s?:ll)d Cm;stltute the
ely. Givenaset S = {o : graphs.
real-valued ¢ SR . 1» 0, ... 0,} of ob ects, .
i lcl::s : I;;o;lmlty function FF on SxS where F (0:01-) forJI of joxsle cail: define a nqn-negatlve
objects 0, and o l:(r(x)lent)o<f ;IE ordered Archimedean group) mcasu’xringpt’he as?;nl1 b&?try(m ;h }(: o
4 i - £10; 50, 0;, 6,) indicates th : ' 1larity’ of the two
ob ' J ) (] i» Ox x es that the ob ects o. ) da "
Jects o; and o,. Given such a function F and a number ;, a 0.p1ng (osj)are n;t;r;e?mxcliar ?an the
&ra can ined where the

set of vertices V =
(G(s)) = S and edge(o,, 0;) € E(G(s)), the set of edges of the graph G(s), if and

epts 1 1
pts, clustering algorithms are developed to obtain a classification
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only if F(o,, o)) < s.
The probability that a given set T has the similarity structure introduced in the graph G(s) can

then be investigated by comparing the graph G(s) with all other graphs having the same number
of vertices and edges as G(s).

2.3 Computational Aspects

Computer Algebra Systems (CAS) are systems ‘for doing mathematics’. In particular, they provide
useful tools for constructing and manipulating graphs. Mathematica supplies the package
‘DiscreteMath’, and Maple the packages ‘combinat’, ‘comstruct’, and ‘networks’. While CAS
allow for linguistic as well as mathematical modeling, specialized packages for cluster analysis

are preferable from the computational point of view.
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The original project of developing diagnostic programm

for syndromology based on results of psycholinguistic word

associat | . . .
ociation test, its quantitative analysis and construction

of data-base modelled on probability semantic networks
PROJECT NOTE.

Automated systems, psycholinguistics, methodology, cli-

nica; genetics, syndromology, quantitative methods

1. The universal nature of modern methods of diagnostics
and treatment for human diseases and development defects is
well known. The same goes for clinical polymorphism of these
diseases and development defects, and this demands individu-
alization of diagnostic and treatment approach. Up to now it

has been carried mainly out on an empirical basis. This si-
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ious drawbacks which may be eliminated'With
uaion e > t;psi7ed syndromological and psycholingu-
e hele 2 th: SiZS Jth;y use quantitative methods) that we
ii;;Zstaizzoize solution of applied problems of clinical me

o l - E - oy

; syndromal spectrum (rank-frequency distribziiz?
veaiine the S ditary syndromes) of human diseases a?d ' T_
of nkornhere ith the subsequent group analysis of clini
topment defeCté " d the development of a group treatment
cal polymor?hlsm riZoh The theoretical background of the
and diagnosﬁlclaZPproaCh is based on the assumption that th?
Syndr0m010g1?a Dq ndrome is a clinically significant varl
e byt'tution. The hereditary nature of most
e o humen Consn: h%nd, and the fact that they reflect
synarenss: ?ZUEZZ Oon the other hand, allows us 1o ?on51dZZ
sovelopnent es as,snapshots of clinical polYmorphlém. .
these Syndfom the assumption of polygene and expre331:e gar
e San-‘e o d on the theory of "channel development M f
e s ba§21e to use the data obtained as the result o
kes it possible =

nt
i uman developme
ing syndromal forms of diseases and h

observing S

isolated
i analysing “incomplete" syndromes and
defects, 1in

i S.
development defects and disease

. 0} '~ - s nlv A}
N \ - . w
O"l by Ll 1ng + pU. ., . ! 1ag [ .

i the "Diagnhos-
t step in this direction by developing
the first s

gest

diagnostic brogramme for syndro
sed on the resy]

tic Point" (DP) program. Its diagnostic algorithm is based
on the

available statisticg] data and on the idea of

nostic significance of' the

symptoms of inborn—hereditary
syndromes.

This significance ref'lects the

the specialist working with the system.

The London Dysmorphology Database

(LDDR) and the London
Neurogenetics Database (LNDB) ,

which were hoth developed by
Dr M.Baraister and Dr R.Winter

(Institute of Medical Gene-

tics, University of London, UK) and the P.0.s.5.

U.M. which
Was prepared by Dr.

Agnes Bancer (The Murdoch Institute for
Research into Birth Defects. Malburn,

tor the diagnosis of multiple congen
born-congenital syndromes.

diagnosis

Australia) as tools

ital defects and in-
The DP systenm

as a tool for the
of inborn—hereditary Syndromes

as well.
The LDDB and LNDB are typical datg base systems,

ut diagnostic functions while the P.0.5.5.U.M and
have a diagnostic function.

witho-

DP-system
The DP diagnostics algorithms

the symptoms of inborn-heredi-

This significance reflects the expectations
of the Specialist working with the System.

Notwithstanding the obvious practical benefit of this
programmes, we recognize its limitations. we therefore sug-

the following project,

tary syndromes.

which involves development of

mology of a human heing, ba-
ts of well-khown psycholinguistica] experi-
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ment - free word association tests.
3. The need for this approach follows from the fact

that the above mentioned reasons for the drawbacks of synd-

romal diagnostics may he formulated as semantically indis-

tinct description of syndromes. This 1S due to insufficient

knowledge of semantic relations between these descriptions

and features of the syndromes and also to the lack of un-

derstanding of their linguistic structure.

Associative potential of a terms 1is the
Its investigations

1t

least studied

of vocabulary semantic characteristics.
rests upon the test well known in the psycholinguistics.
consists in showing a word stimulus to a person and asking

him to respond to that stimulus with the first word that ca-

me to his mind. In the word association test in which single

answers (discrete associations) of a group of respondents
(subjects) are registred, the response parameters are diver-

sity (availability) and frequency of occurence.

The frequency of a particular response reflects the
currency of a given association in the given group and 1is
indicative of identical connections between the stimulus and
response occuring of the minds of different people. The ava-
ilability of different associations received from a group of
respondents (subjects) indicates the broadness or narrowness

of the associative spectrum engendered by a given word sti-

mulus.
Reactions produced by respondents can be regarded as
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more or less typical of the given stimuli
given or

specific for th
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Xpect that indistinct description in syndromolo
m - N 3 ) . - )
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| We plan to conduct g controlled associative experiment
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he offered stimuli and present the obtained data with tho
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lopment of algorithms. The data of the linguistic associali-
ve experiment will be used for the construction of the '"As-

' ro-
sociative Thesaurus of Syndromes' data-base modelled on p

hability semantic networks. The system "Associative Thesau-

This data based on the above mentioned algorithm will

. - q
provide the user with information on both syndromes an

symptoms.
5. Research plan envolves: F
- elaboration of a list of "word-stimuli' (symptoms of

inborn-hereditary syndromes). |
- elaboration of a list of experts (about 100-150 ex

perts in the syndromology and other fields of clinical medi-

cine).

- realisation of associative experiment (distribution

of word responses and collection of data).

- the computer processing of the experiment’s data
(Associative Thesaurus of syndromes). | |

- elaboration and realisation of associative algo
rithms of diagnostics of inborn-hereditary syndromes.

P on
- unification of P.0.S.S.U.M., LDDB, LNDB and D

) . ion
the base of associative diagnostics algorithms, elaboratio

of a new diagnostics system for syndromology.

- clinical examinations of this system.
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0. Summary topic areas: wording effects, congenericity. meta-analysis, question/answer process
Wording effect research gives the opportunity to investigate question/answer processes and differences
in meaning in a relatively natural task. The forbid/allow asymmetry is a wording effect that has
received a lot attention. Although the verbs *forbid’ and *allow’ are generally cgnsidered each others’
counterparts, the answers to attitude questions using those verbs are not each others’ opposites. In this
paper it is demonstrated how a meta-analysis gives more insight into explanations for this wording
effect in a way that facilitates generalisability of the findings. Research reported here leads to three

those verbs; 3) part of the explanation for the asymmetry might be the strong connotations of both
verbs, but the answering behaviour of indifferent respondents, or respondents with a weak or very
subtle attitude, also seems to be an important factor.

I.1 The forbid/allow asymmetry

Reseach has repeatedly demonstrated that ‘small changes in the wording of a question cause huge
differences in the responses obtained (see Jobe & Mingay, for a review). This raises questions about

. the validity of survey questions: which particular question wording measures what the questionnaire

practical advice for questionnaire design. At least equally important, however, is the more fundamental
goal to gain insight into the cognitive processes underlying question answering, and into the variables
that affect responses (Cicourel, 1982). Wording effect research gives the opportunity to investigate
question/answer processes and (differences in) meaning in a relatively natural task, thus providing
ecological validity. '

A wording effect that has received a lot of attention for more than half a century of research
is the forbid/allow asymmetry, first identified by Rugg (1941). Although forbid’ and ’allow’ are
considered each others’ counterparts, the answers to questions with the verb *forbid’ turn out not to
be opposite to the answers to questions with the verb *allow’. Rugg foundthat respondents were more
likely to support freedom of speech when the question was worded with the verb *forbid’, than when
it was worded using the verb ’allow’ - resulting in a difference of 21% between answers to two
questions that are generally considered to be logically equivalent (see Table I).

The forbid/allow asymmetry is not always found. When it is not, researchers tend to formulate
post-hoc hypotheses to explain the absence of the effect. Those hypotheses are hardly ever tested.
Neither is-it obvious whether this would be worthwile: most forbid/allow experiments consist of one
manipulated question only, so there are always several possible causes for the asymmetry not to occur:

- differences in respondent characteristics, as well as administration mode, question issue, et cetera

(Waterplas et al., 1988).

Do yc;u think the US should forbid public speeches against democracy?
yes, forbid  54%
no, not forbid 46%

Do you think the US should allow public speeches against democracy?
yes, allow  25% .
no, not allow 75%

Table I: Forbid/allow Experiment by Rugg (1941)

The fact that most experiments only consist of one manipulated question, and that analysis is
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always aone over Ollly ONE qUESLILIL, didL LaUse
it is not certain whether the asymmetry exists

first sight, looking at all the experimental results,

all in all.
Therefore, a meta-analysis of all forbid/allow research was conducted: first of all the
11, secondly the goal was to explore

goal was to find out whether the asymmetry exists overa
whether the posthoc hypotheses are supported when analysing over all the forbid/allow questions

reported in literature. Methods and results of the exploratory part of the meta-analysis will be
discussed in section II.

The first part of the meta-analysis was done using a (sort of) t-test over all forbid/allow
questions found in literature (52) at the same time. The answers were weighed based on the
number of respondents per question, so that questions answered by 1500 respondents weigh
heavier than questions answered by 40 respondents.' Results of the first analysis show that the
wording effect does exist all in all. The mean size of the asymmetry was 14%: the answer 'no,
not forbid’ is given 14% more than the answer 'yes, allow’ (p<.001). The variance was huge
however (sd 9.85), indicating that the size of the asymmetry differs substantially over questions

and over experiments.
I.2 Explanations for the forbid/allow asymmetry

The basic explanation for the forbid/allow asymmetry, point of departure in all forbid/allow
literature, focuses on the connotations of *forbid’ and *allow’: "the former sounds harsher and
may therefore be more difficult to endorse, whereas the latter in some context might seem to
encourage a deviant behavior and therefore may invite opposition" (Schuman & Presser,
1981:296). "Thus what we have called tone of wording, could be the sole source of the effect.”
(Schuman & Presser, 1981:280).

Although it does seem plausible for the connotations of *forbid’ and ’allow’ to cause the
asymmetry, some problems are attached to this explanation. First of all, the explanation as

worded by Schuman & Presser predicts for the asymmetry to occur quite constantly, and always

have about the same size. The amount of variance found in the first part of the meta-analysis
(see section 1.1) raises serious doubts on this point: In section [I, the second part of the meta-
analysis of forbid/allow research indicates that the connotations of *forbid’ and ’allow’ are not
the only cause of the asymmetry, as the size of the asymmetry turns out to depend of several
question content and respondent characteristics.

Secondly, the explanation does not provide any real insight into the cognitive
mechanisms underlying the asymmetry, causing it to remain a hypothesis rather than an
explanation. For it is not clear in which stage of the question/answer process the asymmetry is
theorised to occur - in the stage of attitude localisation, or in the stage in which the respondent
maps his/her answer to one of the precoded answer categories. Does the explanation, as worded
by Schuman & Presser, mean that answers to *forbid’ - questions reflect different attitudes than

answers to equivalent *allow’- questions? The connotations, or semantic fields of both verbs in

general, might be that strong that not only the attitude towards a specific issue (abortion, for

example) is measured, but also a general attitude towards forbidding or al lowing. But it may also

be the case that the asymmetry results from slight changes in perceptions of the meanings of

attitude questions response options. Krosnick & Schuman (1988) theorise the asymmetry to be

caused by differences in the way respondents map their answers 10 the answering options due

to the use of *forbid’ and allow’: "[...] 'not allowing’ is perceived as a less extreme stance than

is *forbidding’."
“Whether the forbid/allow asymmetry is caused by the retrieval of (partly) different attitudes
caused by the use of both verbs, or whether it is caused by a difference in mapping of the

answers to the answering options, was tested by setting up two experiments (one on attitudes
towards environmental issues one on attitudes towards ethnic groups) using a correlational

thod of IGLS, distinguishing between two levels of variance: variance
ts, and variance between experiments. This was done because questions

within the same experiments are morc similar to each other than questions administred in different experiments
(different respondents for example). Distinguishing two levels made it casier to interpret the results. However,
here results will be reported using the overall variance figures.

' Analysis was done using a me
between questions within experimen
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means that l-'anking o r:s Oocll'bxd and “allow’ questions were congeneric (Jéresko
order of pondents based on their answer to *forbid’ : 8. 1971y 1.
rder of respondents as would a ranking on th : ‘forbid” questions results in g g his
may lead to the conclusi g on the basis of their answers to ’ Similap
il ditthides. usion .lhat questions worded with either verb d
questions differ 'fro ::lwt;ver. in Poth e,xperiments observed scores and error scores to * y
the answering scale d ose of 'allow 'questions: similar attitudes are expressed diffo forbig:
e g thue to the use of 'forbid’ and ’allow’. The interpretation of Krm’:m'ly pe
mesnnErsene i o? f;nnotatlpns explz_mation is correct: the answering scales haw,-ods 'l;‘;’Ck =
an explamation for it B e fcy.w:stlon wording. The connotations of *forbid’ and "allow’ ifferen
that this might be f.th- ult irst of all it is feasible to check whether Schuman & Presse may 'be
e sole source of the wording effect" is correct. And if not whi::}f le;Im
' » other

allow’ questions
0 measure similar tq; >
its

II | Explanations for the forbid/allow asymmetry. A meta-analysis

An affirmative (’yes’ *forbi
yes’) to ’forbid’ does not
Presser theori e the same as a ’no’ to "allow’
s, Thic wf)i ltdhztu the iol; reason for this may be the rather extreme connota‘tiilcgu(l)?al? "
size all the time. The iﬁese that the asymmetry occurs in every question, and is about the saOth
oo S };g variances found in the first part of the meta-analysis (see secti me
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Of course, it i
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estion. So it seemed more useful :
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* For technicalities of this design see Holleman (o.f.p.)
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same tiume. lhis was done by coding in the original questions as many charactenistics (like the
ones mentioned above) as possible. These (15) explanatory variables were coded with either 0
or 1, so that the asymmetry size for, for example, oral questions (1) could be compared to the
asymmetry size for written questions (0). The dependent variable was the difference between the
answering percentage ’not forbid’ and "yes allow’, again weighed for the number of respondents:
For each of the coded characteristics three things were taken into account: significance of the )
effect, the amount of variance being explained (within and between experiments), and the mean Kathrin Gieseking
effect size. FB 2: Computational Linguistics
University of Trier
D - 54286 Trier, Germany
E-mail: giesekin @1dv.uni-trier.de

Results of this exploratory meta-analysis indicate that psychological factors (attitude strength)
seem to be the most important explanation for variation in the size of the asymmetry. Linguistic
complexity, content variables, or characteristics of the administration mode, seem of less
importance. For example, issue complexity turned out to be an important indicator of asymmetry
size, a result that supports hypotheses focusing on attitude strength. The more complex the issue

TOPICAL PAPER - PSYCHOLINGUISTICS

Summary: The Tuning Hypothesis

of the question, the bigger the asymmetry. So mainly respondents with a weak or balanced
opinion seem responsible for the asymmetry.

Also, results seem to indicate that the asymmetry is mainly caused by characteristics of
the specific communicative task. This is a finding which is in line with the finding in the two
experimental studies, that indicated the answers to forbid and allow questions reflect similar
attitudes, expressed differently on the answering scale. Attitude questions in yes/no format force
the respondents to localise (or form) the requested attitude in their heads and map their answers

i . (TH) is a psycholinguisti
gzo;::;zng: It pI‘L::letS- processing effort for ambigpu}c:usoi;'l;%:::st.it::ccmofel i
Y 1n an individual’s language input. This s et
TH- as compared to non-frequency-based psycho
while non-frequency-based models can predict
correctly, the TH covers a wider range of phf:nop

f human Sentence
ons based on the;
. e
IPapeF e_valuatcs the predictive power of thIr
Inguistic processing models. It shows tha?
rocessing effort for individual construction
mena with correct predictions, i

| on to the answering scales. Especially *no’ seems a repository of different opinions, like "no,
I do not think it should be forbidden/allowed", or “(no,) I have no opinion on this issue, so I do
use the extreme yes-option", or even maybe “(no,) I do not agree with the presupposition in the

Evaluating
a frequency- inci
| question, so I do not answer affirmative". : y-based principle of human sentence processing

Introduction

III  Conclusion n ot .
quantitative linguistics, fre
' » Irequency counts resulting from
corpus analyses are often

‘ , Since the 1940°s a lot of research into the forbid/allow asymmetry has been carried out. Still f searching laws that are j .
in force in langua i
ge viewed as a

there are a lot questions conceming the generalisibility of the wording effect, the exact nature

of the asymmetry, and the causes of the asymmetry. In this paper some of these questions are

investigated, bringing us closer to insight into the underlying mechanisms and causes of the
\I asymmetry. -
Il Research reported here demonstrates that the forbid/allow asymmetry exists all in all

when analysis is done over all 52 forbid/allow questions. Variances are huge however, raising
doubt as to whether the asymmetry is solely caused by the connotations of *forbid’ and ’allow’.
The results of two correlational experiments show that the asymmetry occurs because the verbs
| forbid’ and ‘allow’ cause the answering scales to -get a different meaning. Forbid/allow
| " questions measure similar attitudes, but the answers are expressed differently on the answering
| scales. An explorative meta-analysis indicates that attitude strength might be an important factor
| facilitating the occurence of the asymmetry. It may be the case that attitude strength interacts
' with the way ’true opinions’ are put-on the "observed’ answering scale.

In what way is the worki
e working of the human language pro ne m
; . € processi hanism i
by the relative frequencies of linguistic units in its input? >SS gyeneen

This question covers a vast fi

eld. It needs to b
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that steer .th.c comprehension of language,
The l-mgunstzc units that are focused are

e further specified in order i
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ing \‘.:lll be ‘saxd about language production |
syntactic units, mainly on the phrase-level, and thc; |
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T y i i iguity arising’
he type of structural ambiguit considered in this paper is the attachment ambigu
ety

in constructions like (1).

(D Manfred fesselte den Mann m.it der Krav;r:tl'tte.

Manfred tied up the man with .the necktie. »
(la) Manfred [fesselte [den Mann] n}lt derKIirav:z:te]]
(1b) Manfred [fesselte [den Mann mut der Kraw

Here, the PP mit der Krawatte can be eith

er attached to the verb fesselte ( high attqe
attachment), carrying an instrumental function (la), or

to the noun MZ’::’"?}’P L
attachment/NP-attachment), fulfilling an attributive function (1b). w0
Processing difficulties can usually be observed in structurally ambiguous constructions e
(1) when the ambiguity is disambiguated by material that contradicts the subject’s initia]
attachment choice. E.g., increased processing time should show up in the processing of
sentences like (2) if the subject initially attached the PP to the VP and had to revise thig
attachment when the noun Schnurrbare appeared. Vice versa, sentences like (3) should
produce increased processing time if the initial PP-attachment was to the NP and had to be
revised to a VP-attachment.

2) Manfred fesselte den Mann mit dem Schnurrbart.

... with the mustache.
3) Manfred fesselte den Mann mit den Handschellen.

... with the handcuffs,

I carried out two investigations concerning this type of construction. I will present in each
case the predictions fo

r processing effort made by the TH and contrast them with the
predictions made by other psycholinguistic models that claim icti
processing effort but do

psycholinguistic experiments investigati
predictions of the different processing models.

Corpus analysis I: Is there a correlation between the definiteness of the direct object NP
and the attachment preference of the with-PP ?

The first investigation asks whether there exists a re

lation between the definiteness of the
direct object NP and the attachment

preference of the PP. The relevant constructions in this
case are (4a) and (4b).
(4a) Manfred fesselte den Mann mit der Krawatte.
... the man ...
(4b)  Manfred fesselte einen Mann mit der Krawatte,
..a man..,

A non-frequency-based psycholinguistic model capable of accounting for processing
differences due to the definiteness of the article of

the direct object NP is the model by
Altmann & Steedman (1988), often referred to as Referential Theory (RT). The RT claims
that modifier attachment ambiguities are resolved by

recourse to higher-level contextual and
referential information. This claim is specified in two processing principles.

(p1)  Principle of Referential Support

An NP analysis which is referentiall
one that is not.

(p2)  Principle of Parsimony

A reading which carries fewer unsupported presuppositions will be
favoured over one that carries more.

¥ supported will be favoured over

In the case of isolated sentences, which are t

ypical for most psycholinguistic experiments,
(p1) cannot apply since no reference model

is available to the reader. Therefore, (p2) is
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applied in order to predict attachment preferences. This leads, according to Altmann &
Steedman, to the postulation of a bias towards VP-attachment since an attributive NP-
atttachment would presuppose at least two men, one of which needs to be specified further by
a modifier, while the VP-attachment does not require the presupposition of at least two men
and therefore is the more parsimonious reading.

The predictions that the TH makes for the mental processing of ambiguous constructions can
be directly deduced from counts of these constructions and their respective readings in the
corpus material. Counts in the English corpus material led to the following distribution:

VP-attachment NP-attachment
def. NP 75 (95%) 4 (5%)
indef. NP 22 (39%) 34 (61%)

It follows from these data that the TH makes the same predictions as the RT for sentences
containing definite NPs, i.e. a VP-attachment preference is predicted. In addition, the TH
predicts an NP-attachment preference for sentences with indefinite direct object NPs. Note
that the RT does not make explicit predictions for indefinite NPs.

Spivey-Knowlton & Sedivy (1995, Experiment 5) have done a self-paced reading experiment
using sentences containing the relevant attachment ambiguity, varying the definiteness of the
direct object NP. In this experiment, sentences containing definite NPs led to shorter reading
times if the PP was attached to the VP, while sentences containing indefinite NPs led to faster
processing if the PP was attached to the NP.

These empirical results are compatible both with the predictions of the RT and the predictions

of the TH generated by the corpus counts.

Corpus Analysis II: Is there a correlation between the verb position and the attachment
preference of the mit-PP?

The second corpus study, done on German material, deals with the question whether the
position of the verb is correlated with the attachment preference of the PP. In German, both
verb-second (5a) and verb-final (5b, 5¢) sentences are grammatical.

(5a) Manfred fesselte den Mann mit der Krawatte.

(5b) Manfred hat den Mann mit der Krawatte gefesselt.
Manfred has the man with the necktie tied up.

(5¢) ...daB Manfred den Mann mit der Krawatte gefesselt hat.
_..that Manfred the man with the necktie tied up has.

A psycholinguistic model that makes predictions about the influence of the verb position on
the PP-attachment ambiguity is the Parameterized Head Attachment principle (Konieczny,
Scheepers, Hemforth & Strube, 1994; Konieczny, Hemforth, Scheepers, & Strube, in press).
It proposes that the initial syntactic analysis is determined by applying three hierarchically

organized sub-principles (p3-p5):

(p3) Head Attachment
If possible, attach a constituent to a phrase whose lexical head has

already been encountered.

ey

If further attachment possibilities exist for the critical constituent, ¢,
] t en

(p4)  Preferred Role Attachment

Attach Constituent i to a ithi
i phrase within the curr
highlights a theta-role for i, ent clause whose heaqd

If further attachment possibilities exist for the constituent, then

(PS)  Recent Head Attachment

Attach the constituent to the phrase whose head w

recently. as encountered most

In order to arrive at a icti
rder prediction for an ambiguous cons i
applied in the specified order. Generating e

applicable since both potential heads (fesselte,

( these principles have t
goccssmg predictions for (5a), (p3) ison[:::
i ey o pateatal i ann) have already been encountered. If none

ot CIX p4) cannot be applied eith icati

g oe(ffl)c leads to the prediction of an NP-attachment preference. If onei:i’ ?l?d e ap.pllcanon
cence a theta-role, an attachment preference to this head (usuall © pOt?nnal h.eads

according to (p4). usually the verb) is predicted

Generating predictions for (5b) i

. and (5¢c) re

potential head, the direct object NP, is a\)rail e ot the
attachment preference to this NP is predicted

y the application of (p3). Only o
able at the point of ambiguity, Thereforc,); Prlf

distribution:
VP-attachment NP-attach
Verb-second, verb does not licence a mir-PP 11 (29%) 27 (1% o
Verb-second, verb licences a mit-PP 7 (87,5%) 1 (12 50‘)7
Verb-final , o
na 37 (39%) 59 (61%)

Consequently, the TH makes the s icti

, ame predictions fo i
A VI?-attachment preference is predic . 26 with ve
that licence a miz-PP. For the other tw

g effort as the PHA principle:
ted for sentences with verb-second position fnd veﬁbé
0 cases, an NP-attachment preference is predicted.

The empirical reading time data gai i
gained in an eye-tracki : .
Hemforth, Scheepers & Strube (in press) supports ye-tracking experiment by Konieczny,

. the icti :
times were shorter for NP-attachments except in e s s T el Reading

" o the case of sente i
position containing verbs that were biased towards taking a mir-PP as a?lc:rsg:nllth tverb-sccond
ent.

ilea§e note that thi.s data contradicts the predictions of the well
razier (1987), which claims that VP-attachment is favored ind
verb because of the minimal attachment principle.

-known garden path-model by
ependent of the valency of the
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Conclusions
In both investigations described in this paper the TH was able to arrive at predictions of

ffort that were confirmed by the empirical reading time data.

Specifically, the TH was able to predict the results for a wider range of phenomena than the
non-quantitative approaches presented here: The RT with its principle of referential support
and principle of parsimony cannot generate predictions about the relation between verb
position and PP-attachment preference, while the PHA principle cannot predict a relation
between definiteness and PP-attachment preference. The TH can account for both kinds of
data relying on a single principle, frequency, and therefore must be viewed as the most

processing e

parsimonious approach.
d in this paper are not sufficient yet for confirming the validity of

While the results presenten:
the TH, they certainly indicate the existence of a correlation between frequency and

processing effort not only on the lexical level, but also on the level of syntax.
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Introduction

l . l . l . . .
I z[l :lll “::EES [: I ¢ Ilultirl S In Or er to t[ace tllel[ I!atl-“al llsteﬂlﬂg

was collected automatically for analysis.

S.

interpret the meaning of small uni
units, they required larger un; isten
more elaborate processes and the processing patterns cangbe Cl::(l:;;)ﬁzL:d ils:erzilgg requires
nio three types.

general I¢:9(:;:¢t:pt.«; of language processing
reene i
(1986) argues for heterarchically controlled processing in which information f;
n from

different types of i
. processing can be s s
for linguistic inputs, * pooled before deciding on appropriate representation

In cogniti .
processing st 1o ) 2nd peycholinguistics, knowledge is considered to be centra
19707854 Kbe Momo; - nlréafp-dawn inference (Lackman, Lackman and Bc:tltlerf fﬁr
the bottom-u;; " l,h eko and Yi: 1994), Although Winograd (1983) f: ours
cprsenintion, kosg where SOI.II.ldS are sequentially processed to reach SV
Abe et al. (1964) ex;?aﬁﬁﬁgﬁﬁ;;‘: ;ww of' knot:vledgc as a basis of processing meaning
lineuis rocessing by means of situati ST e
whiﬁlfit;(t:ez:fs gene‘_'a_l knowledge. ThﬂJ{ claim that interpretatiot:logafusmw:n'gs utl!lzmg
cognitively form a semantic representation of speech andp:es:) ealli achieved
er's world
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i emphasize
xpressed in a certain situation and a context. Sper!)cr 'flnd Wllsop (1986) also emp!
:h: important role of relevance to context and meaning In processing.

age l j I H

knowledge or to contexts and to achieve their interpretation.

Data collection

gethofe point questions for vocabulary meanings and integrative questions for the text
iscre

i ies: : ovided. Two different conditions were tested:
Uﬂd(‘ertandmg (l?ia":l:;) \1"19(19(3%3;2;::;5)); to see whether there would be chang.es in the
A essed. No written text information was given unless th.c video tc?xt
Way ot 'w'c; pmcc (e ; small writing in the background). For -the discrete .pomt
ltself'cxmblt d 5(::1 had-gt.o provide Japanese definitions or translations of particular
QUGSI'IOHS. S;U 'enthe text. By clicking on numbered question buttons the studcflts could,
Ei“gllsﬁi:lzf hsc:; a rccor(.ling of any of these test words. The integrative questions were
at any '

given by written text in Japanese.

Listeners were allowed to spend about one hour to answer questions. T:; (t:rd&::1 ;nax:tht:g?
dio only or audio video) were presented was contrc->ll Y th.
P moc'ies (Tl half received audio only first and the others had audio and videos as he
APPfoxm}a.tc ) The same questions were repeated under the second confimon. Otherw'lse
e an o to listen to the text were left to the listeners. Study history (e.g. \thlCh
Wh"jfe an'd h‘;W t(: long. in which order, and their other choices) was automatically
ol uglts,d(;or:dwon tti hard disk of the computers for later analysis. At the end' olf
:Eﬁc::ssﬁl students were invited to write comments on any aspects of the task whic

they had found problematic and provide any other comments.

Jsﬂ::)bjsf t;:O lower intermediate learners of English at a Japanese Uniw?rs‘ity e(dlst yctiré
01' h major) from two different classes (total 60 students) participated in 1
En;?cgmentai classes for two weeks. About one hour was spent per session containing

ex

both conditions and each student participated in two sessions.

. i the
1\A/Iafi?s-ltance-leaming video text (filmed and produced by the Media Centre at

i duction to Physical Geography, by
iversi South Pacific (USP)) GE101 Intro : | '
ggi:;zl-si;;y;a}tfri?lf Nl?:n was digitized and edited into 2-3 minute _selcctlons, each selection

being the materials for one weekly session.

Each digitised audio-visual text was prepared so that students could freely have access to
c

it via four different sizes and levels of units:
the largest size (e.g. paragraphs) for highest level [topics],
large size (e.g. paragraph) for high level [major parts of topics],
medium size (e.g. sentence) for middle level [
and small size (e.g. words and phrases) for lo
at middle level].

An example stackcard of each type of sizes and levels of infi

parts of the major parts]
w level [units of inforrnatio
n for arts

ormation and of the Scree
seen by the students is attached (See Appendix). N as

Mechanism:

Digitized visual-audio text (with access at will to pause, repeat, stop, and play funct Ol
and to speed control) was provided. One click of any button allowed listeners to receivé
instantly whatever they have chosen. They could choose to play

: ) any size of unit, i,
whichever order, and whenever they wanted it. The chosen units continued to Play unless
listeners take any further actions.

i
Results

1. Features found in the study history
1-1. Different listening patterns

Subjects sometimes changed their chosen size of

information units from larger to smaller,
and from smaller to larger.

They also often stayed in the same size and/or levels.
Listening patterns can be categorized into three groups by the listeners' dominant use of

I
the different sizes of information units and the time they spent with a chosen unit: 1) One
pattern is characterized by the usage of large units with ess repetition: That is the

processing of large units of information, rather than repeated access to small units, 2)A

second pattern is the usage of small units with many repetition; that is processing smaller

units of information. 3) The third pattern is the usage of all sizes of information.

1-2. Mean processing size

The study history shows that subjects most frequently chose to play larger information

units. The mean number of processing units chosen by listeners, for example, in one of "
the tasks was 6.4 (small information units), which places close to large size (largest size |
10.6, large size 4.8, medium size 2.5 and small size 1). Listeners started from larger sizes |

rather than small even though they could have free access to any units. Replay also
tented to be started with larger information units.

2. Features found by analyses
2-1. Access to contexts and general knowledge

Analysis seems to indicate that listeners required larger amounts of information for .2

listeners' processing in order to have effective access to contexts and their general
knowledge. They appeared to utilize contexts and

general knowledge in compensation
for their difficulties with small processing units due to their limited L2 knowledge. This




was the dominant strategy for inferring meanings.

- istinguishing L2 sounds -
idi.st]z:fxtc;:rgltl:ic?frted that they used small units rather than large ones when they were

trying to clarify the sounds of the units in their attempts to refer to previous knowledge.

II)IS(I:_;lngSt:::llCVClS of information were dominantly used, which closely relates to general

knowledge. The shortage of linguistic knowledge seems to impel.L2 listene:s ;o :gllf;
context their general knowledge. Listeners managed to grasp the gli;ctven Ol‘i rr(:isflcarin

messages that they understood imperfectly. Rost'(1990) comme;lltsh a mucf oorfexiy 5
goes undetected, or is self-corrected by the listener, throu.g. the use o ; el
information. A listeners interpretation does mot have to utilize every ::lfe' umt «
construct an inference and does not have t;) be ctﬁztlc);ati?; tsl?:tlz fgj;&fs Sgo noetr lsi;;; .

: i es

The study of audltgz lpcgizpt;%r; S?Lil;ere:;ig’ but utilize what they have previous'ly
e th:c)l, gfal[(): 199);) L2 listeners exhibited difficulties comprehending small units
g;ﬁf;maiion an'd thereb'y relied on larger information units as well as context and their

general knowledge and contexts for top-down inference.

Other studies also support the importance of the prcyious kqowlcdgc whut:)h hf;tilz,r:
have. The results are as follows: 1) prc(v}ilous.}y l:inov&:jn Clzrll:;)l?nalt;%r; )pr:;;dz;oth :t Tisfeners
ion of new information (Haviland an: : ), ner

g;:, (r:r(:cl)lzg rl;l::lr; Slt((),nbe able to comprehend and remember a passage if t}(liey .%(nolw‘ rzh(alt 91; 51§
about prior to their listening (Bransford and Johnson': 1972). Yamadori's clai e
too supports the significance of previous understanding in language proc§ssmg(iominant
listeners find it easier to decipher when Fhey ' unc.ierstand the :)rlleanmg,
employment of larger information units in L2 listening is understandable.

2. L2 listeners seem to require two stages 9f inchence: meaning for “;fon'nn?u(;ct?:s
and the meaning for the message. Processmg units have to bfa larger for i -cr e ti
meanings, but individual preference sec;ns to mﬂulenceogz (;t:t));z:s otfegcrio:zsz:gdiscretc
ibit different processing patterns. For examp €, son .
;ﬁ?:lttn:;;;sﬁons ﬁF;st and others do them as.thcir listening process procccdd “St:n zazlc::;
listening patterns also show that some subjects use smaller umt§ an (e 0 Ci
repeatedly, some use rather larger umt?“. and go througt? th.em ft:;v tl'm(;a.s a:;:l e
ixture of both types. At present the different patterns indicate that in ivi pr :
: a main cause for them rather than choices of sizes and levels of information units

available for various processes.

3. It is not necessarily lower language levels of performers who. en?ploy lower lcveli ct):
i .formation and build up small bits of information into larger bits in (?rder t.o comple
:Il:eir interpretation. What seems clear is that listeners require larger units of information

in order to get meaning and smaller units of information to discriming

listeners have to process large amount of information at a time t
term memory problems. Some of them repeatedly utilize smaller info © have short-
down the meaning of the units and construct the meaning gradually, Also Tlflﬂn or write
that some listeners conduct processing step by step, while others use Spiral prlghllghted is

8
hey SCCOU“CI- But when

Ocessing'
Conclusion
Language capacity limits the sizes of information units that can be coped i
processing but this study indicates that L2 listeners em WVith in

ploy various sizes of info
left for future researches to investig
but it is clear in this analysis that

unit in their individual performance. It is
causes those different processing patterns,
patterns exist among L2 listeners.

Matiop
ate what
differeng
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Topical paper
Psycholinguistics

In the 1970s the psycholinguistic approach towards ap
Juxtaposition of two linguistic explanations of Broca’s
extreme, Broca’s aphasia was characterized as being
Proponents of this view argued for a syntactic deficit

hasic language emphasized the
and Wernicke’s aphasia. At one
"lexicon without syntax’. The

received a corresponding division in the localizati

in processing linguistic information.

The specific aim of the present study
Wernicke speakers in Finnish, a richl

is to analyze the syntactic output structures of two
y-inflected language with relatively free
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grammatically-specified word-order. The analysis procedures of the present study are a
modification of a quantitative analysis carried on normal Finnish by Hakulinen, Karlsson
and Vilkuna (1980). The quantitative analysis of Hakulinen et alii was modified for the
present pathological purposes by coding each clause for 46 structural variables chosen to
represent a wide variety of grammatical patterns, ranging from inflectional morphology

through syntax to information structure.

The following findings are, inter alia, hard to account for using any lexical account of
Wernicke’s syntactic aberrations: The Wernicke speakers have a low number of complex
syntactic constituents, and their word order and case marking show an overuse of the
canonical patterns of the language. In the oral presentation I will discuss these and other
significant observations of the aphasics as well as the intriguing disassociation between
phonological and syntactic aberrations, on one hand, and lexical semantic and pragmatic,

on the other.
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TRAJECTORIES OF FRACTAL ATTRACTORS IN PREFERABILITY SITUATION
S

Vladimir Otlygin, Moscow

:ﬁg.Paper deals with the study of the brain activity potentia)
e Jects and those with'psychopathologlcal deceases (e.g. Sch-s bY normal
of Preferability situations - i.e. those of choosing preferabiZOPhrenia]
two or more given concepts (e.g. in answering questions € Concept out
what is more important for you - your family or your job ’oﬁuch as
Or your health, to what extent is X more important to yoﬁ ¥h§§ ghildren
« ete.),

It is supposed that solutions in such si i

: : tuations, as well g
rgallzgtlon dgpend on systemic mechanisms, and tﬁat the prgieghg%r_Verbal
Sltuations build a dynamic system with unknown parameters abllity

Using (1) the Bocher, Timsit-Berthier, et al.
of the conditioned-negativ brain potentials (Céég?oéu$§ghgd gﬁ registration
answers in the preferability situations, and (2) the methog ofe delayed
analysis suggested by Galez, Bablojanz (1991), trajectories of Ehe =5
gttractors for each dual preferability situation (situation withraCtal

ave been obtained. It is shown that these trajectories are: two answers)

(a) coherent in the preferabilit i i

Lk ' Y situations with structura
sggtence_(contalnlng subject, predicate and object) and inciigrgggplete
f 1scont1nuou§ on the set of attractors) when the preferability sit i
1s expressed in anaphorical from, as denotat or as an close degotat:atlon

(b) stable within a given group of subjects (normal j

with various psychopathological deviations / diceaseg??J?:tsérg§g350ts
for subjects in the depressive state the trajeétory is cut Ento 8 g
pieces. The latter phenomenon makes it possible to use the methodome
described above in the diagnostics of psychopatological deviations

Based on the representation of the ili i i
: preferability situations
fzactal sets (Paitgen, Ricpter 1993), it is demonstrated thagntﬁ:ngiinggs
of the fractal attractors in the preferability situations with two ané -2§y
more than two possible answers differ from each other. .
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