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NO KBAaHTUTATUBHOW AUHrBUCTUKe. [lepast Gbiaa mposeseHa B centsaGpe
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aunrsuctuke  ( P. Keaep, LLI. OMm6aTon, A.A. IToauxkapnos). Ona mnpos-
oAUTCA  MOCKOBCKMM YHUBEPCUTETOM COBMECTHO ¢ Tpupckum yHUBEpCH-
TETOM B PaMKaxX AOTOBOPA O HAYYHOM W YYeGHOM COTPYAHHYECTBE.

BaxxHyio nomomjb B mpoBepeHUM KOHPepeHUMUW okazara MesxAyHapoa-
HadAkaaemusa Undopmatusayun.

Mui  npu3HaTeAbHBI 32 MOMOIYL BCEM TEM, KTO MPUHAA yYacTUE B KOH-
depeHyuYU, KTO TeM MAU MHBIM 00pa3om crocoGCTBOBAA ee MPOBEACHUIO.

From Organizing Committee

Qualico-94 is the second internatiohal conference on Quantitative
Linguistics. The first one was held in September 1991 by Trier University.

Qualico-94 was organized according to the decision of Permanent
Commitee on holding quantitative linguistics conferences (R. Koelner,
S. Embleton, A.A. Polikarpov). Itis being held by Lomonosov Moscow
State University together with Trier University (Department of Computer
Linguistics, professor Reinhard Koehler) within the framework of the
Agreement between two Universities on scientific and teaching cooperation.

Important support to Moscow University in converting the idea of the
Conference into fact was given by international Informatization Academy.

We acknowledge the help of all those people who participate in it,
who was engaged in preparations to it.




The Development of Analytism in the Hungarian Declension.

Qualico-94

Tatiana B. Agranat
Lomonosow Moscow State University
Philological Faculty
Russia, 117292, Moscow, Iv.Babushkina 20-13.

Topical paper.

AREA: Structural tendencies in the development of Hungarian language.

Summary:

This paper contains the account of the investigation on
the structural tendencies of expression of the nominal
declensi on functional-semantic category. One can trace
the increase in usage of postposition constructions at the
expense of the decrease in usage of case affixes.

I. The tendencies of development of grammatical
systems have been studied on the data of the Indoeuropean,
Chinese and other languages for a rather long time already.
However, Uralic and Altaic languages mever yet
entered into consideration. This work is an attempt to
investigate the history of Hungarian language from this
point of view. Itis clear that in order to describe the way
of development of a language grammar as a whole towards
analytism or synthetism it is necessary to  consider
structural tendencies in expression of functional semantic
categories. This talk is an account of the part of a large
research on the grammar of Hungarian postpositions, so we
shall confine ourselves only to the consideration of
nominal declension (in terms of the deep cases), thatis to
tracing the correlation of usage of case-affixes and post-
positions in the history of Hungarian.

II. Precision of the results in the investigation of this

kind increases if identical texts written in different epoch '

are used for data. We have this opportunity, because
different parts of the Bible were translated more than once
during the Hungarian history, though it is rather difficult
to find concurrent parts.

This work is done on the data of Mark and
Matthew's gospel translations, made in different historical
periods.

1. Munich Codex, year 1466.

2. The first Hungarian printed book, translation of the
Gospel by Sylvester Janos.

3. XXth century translation.

III. Constructions with postpositions were taken
from each script and the problem whether each of the
constructions corresponds to the same ( analytical )
expression, or these relations are expressed synthetically
with the use of a case affix was considered. The investigation
of each usage of every postposition produced different
results. It is connected with the fact that different
postpositions behave in a different way at the length of
Hungarian history. The frequency of some of them steadily
grows, of others - falls. The use of some increases towards
the 16th century, than decreases and vice versa. However,
the general tendency is the increase in usage of
postpositional construction at the expense of the usage
ofcase affixes, as it is scen on the table 1.

The first column in the table is responsible for sunchronic
level presented in the script. The second - for number of
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postpositions in each of the scripts and corresponding to
case-affixes at least in one other script. The third - for
the number of case-affixes in each of the scripts and
correspon-ding to postpositions at least in one other script.

Table 1:
I I il
XV century 3 17
XVI century 10 14
XX century 17 7

IV. The data of the same texts are used. for the
evaluatuon of the degree of synthetism according to J.
Greenberg for each synchronic level. (J. H. Greenberg, A
quantitative approach to the morphological typology of
language, ‘International Journal of  American
Linguistics’, vol. XXVI, #3).

The results of general evaluation are as follows:
XVih century 1.63 M/W
XVIth centary 1.47 M/W
XXth century 1.61 M/W

where M stands for morphs and W for words.

The results for evaluation of noun phrases (with the exce-
ption of participles) are follows:
XVth century 1,72 M/W
. XVIth century 1,61 M/W
XXth century 1,43 M/W
According 1o the data we may state that maximal degiec
of analytism corresponds to the 16th century synchronic
level, and afier it is overcome by the synthetic tendencies.
At the background of gencral drift towards synthetism, we
see unquestionable analytical tendencies in the nominal
declension of the language. Probably this drift is due to the
change in the system of verbal inflexion, where the analy-
tical forms of past tenses have disappeared. It proves once
more that general trend in the development of a grammiatical
system consists of different, sometimes conflicting tenden-
cies modifying ways of expression of various functional se-
mantic categories.

PaspuTHe aHaJUTH3Ma B BEHIepCcKoM

CKJIOHEHUH.

Arpanar T.B
Peziome:
Hacrosupsit  aoknan COZEPIKUT  Pe3yabTATEHL
McCJeIOBAHMA  TeHMeHUMd  pasBuTa  cnocoboB
BhIPayKeHMA  UMEHHOTO CKJIOHeHMA B BeHrepcKoM
A3bike. ObOHapy)kuBaeTcA poct B  ynorpebieHunu
NMOCTMO3NTUBHEIX KOHCTPYKIMIZ 3a CYeT CHMIKEHUA
ynorpeGieHnsa nafexxHbIX adPuKcos.

A Morphological Processor for the Russian Language

Qualico-94

Anoshkina Janna G.
Russian language Institute
of the Russian Academy of Sciences
Computer Fund of the Russian language.
Russia, 121019, Moscow, Volkhonka 18/2,
FAX: (095) 201-22-76
E-Mail; irlras@irl. msk.su

Project note.
AREA: Morphology processor for Russian language.

Summary:

The theme of the project note is a morphological
processor for the Russian language, in which there are
realized both morphological analysis and lemmatization
(from the word-form to the dictionary-form) and
generation of the word-forms (from the dictionary-form to
the word-form).

Two fpnctions: the first - morphological analysis and
lemmatization, and the second - generation of the word-
forms are realised in the Morhological processor for the
Russian language.

A morphological analysis is a procedure in which
cvery word-form receives its morphological information;
lemmatization is a procedure in which every word-form
receives its dictionary-form (lemma). The dictionary-
form for nouns is nominative case singular; for adjectives -
the Nominative case singular masculine; for verbs - the
Infinitive ( including participles and verbal adverbs); for
personal pronouns - the Nominative case, for other
pronouns - the Nominative case singular, for cardinal
numerals - the Nominative case, for ordinal numerals - the
Nominative casc singular. The morphological infor-
mation for nouns, adjectives, pronouns, numerals, partici-
ples includs gender, number, case; for verbs - aspect,
transitivity, tense, person, num-ber.

The result of thc generation process is all word-
forms of any dictionary-form (each word-form has its
morphological information).

The morphological analysis and the gencration of the
word-forms usc the same dictionary base. In the first case
we enter into the basc through word-forms, in the second -
through dictionary-forms. The dictionary basc is created
from the Grammar Dictionary of the Russian Language by
A.A. Zalizniak, it is cnriched with proper names and the
words that were obtaincd afler the processing of the large
amount of texts. Now the dictinary basec consists of 80
thouscnd lcmmas, the amount of the word-forms is about 2
million; it occupics 3 Mb. The access speed depends on
thc caracteristics of thc computer, for AT/486 it is
0.12sccond per word.

All variants of lemmas and all variants of mor-
phological information for a word-form are built after the
morphological analisys. In the same way all variants of
paradigms for a lemma are built in the process of the
generation.

A word-form which was not recognized against
the dictionary receives morphological interpretation "by
pattern”, that is a string or several strings consisting of
lemma and morphological information borrowed from the
most "similar" word-form. The same is true for the
generation: an unrecognized lemma receives several va-
riants of paradigms borrowed from the most "similar”
dictionary-form,

The results of the morphological analysis and
lemmatization are used for syntactic analysis of texts and
for the creation of frequency dictionary-form vocabularies
and concordances of texts. The results of the generation
are used to enrich the dictionary base with new words and
to make easier the manipulation with the automatic concor-
dance.

There is a scrving system (o support the dictionary base
in the actual condition.

Mopdonorudeckuii nmpoieccop pycckoro
fI3BIKA

Anowxkvaa JKT.

Pesiome:

Tema npoeKTHON 3aMeTKH -  orMcaHue
MopdoJiorndeckoro nmpolleccopa JAJA  pyccKoro
A3bIKa, B KOTOpPOM peanu3oBaHbl Kak
Mopdosiordeckuit  aHanuMa M JemMMmaTHlammMA (oT

cioBothopMEl K caoBapHoli  dopme), TaK u
obpazosanue cnosodopm (oT cnoBapHo dopMEl K
caosodopme)
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Vergleich von verschiedenen Methoden der Clusteranalyse
in linguistischen Forschungen
(Clusteranalyse in der Linguistik)

Mag. phil. Anne Arold
Universitdt Tartu
Olikoolistr. 18a, EE2400, Tartu, Estland
Tel. : (372 7) 435'282 Fax: (372 7) 435 440

In den linguistischen Forschungen
gewinnt die Clusteranalyse als ein
Instrumentarium zum Erkennen von
Strukturen in einer Menge von Objekten
immer mehr an Bedeutung. Um die
Anwendbarkeit verschiedener Verfahren
miteinander zu vergleichen, werden in
der vorliegenden Untersuchung  drei
Varianten der Clusteranalyse zur
Emittlung von Klassenzugehdrigkeiten
innerhalb einer Gruppe von deutschen

. Adjektiven angewendei:

1. By-Methode (k-Clusterung),

2. Zentroid-Methode (das statistische
Programmsystern BMDP2M);

3. Methode der k-Mittelpunkte (das

statistische Programmsystem
BMDPKM).

1. Allgemeine Prinzipien der Cluster-
analyse

Bei allen Varianten der Clusteranalyse
handelt es sich um drei Arbeitsetappen:

- Kodiering der Ausgangsdaten, Er-
stellen der Datenmatrix;

- Emmittlung der Distanz (d) (Nahe bzw.
Abstand zwischen den O jekten);

- Konstruieren des Cluster-Systems, das
die Objekte auf verschiedenen Ebenen
(7)) gruppiert. (Die numerischen Werte
von h werden jeweils von der Methode
und vom entsprechenden Computer-
Programm bestimmt.)

Die zwei letztgenannten Etappen werden
in der Regel mit Hilfe des

Elektronenrechners durchgefuhrt
(Adremaa, 1981; Tuldava, 1987). Bei der
vorliegenden Arbeit wurde dazu der
Elektronenrechner EC-1060 des
Rechenzentrums der Universitit Tartu
benutzt.

Aufgrund der Datenmatrix wird der
gegenseitige Abstand der Objekte
berechnet. Man kann dazu verschiedene
Verfahren anwenden:

a) die Distanz d aufgrund des Sorensen-
Ahnlichkeitsk ?ﬁzaenlen (rg) (Adremaa,
1991);

dg (04,0p) = 1 - 15(03,01)s
wobei
- 3 2C
IS( ai‘ob) - A+B

A - Anzabl der verzeichneten
Merkmale beim Objekt a;

B - Anzahl der verzeichneten
Merkmale beim Objekt b;

C - Anzahl der tbereinstimmenden
Merkmale bei den Objekten a und b;

b) die Distanz d; aufgrund des
Koeffizienten der lmearm Korrelation

()
d; (02,01 = 1 - 1.(05,0b),

wobel
1 m — =
102,00 = —— & (K~ Xj, )05 iy )
G5%b =1

o - Standardabweichung;
m - Anzahl der Merkmale;
xj - Merkmalswerte;

xj - Mittelwerte (Tuldava, 1987),

¢) zwei Varianten der sog. p-Distanz
(Minkowski-Distanz), die in
verallgemeinerter Form nach der Formel

m ot
dp (O, Op) = [z_:_ (6, - xq,)P]
ausgerechnet wird, wobei x; und x,
Merkmalswerte bezeichnen.

Wir hiaben zwei Varianten der p-Distanz

angewendet:
- den euklidischen Abstand dg (p = 2):

dg (Og, Op) =‘-V(Xa'xb)2 + G - Yo’
wobei x und y Merkmalswerte
bezeichnen (Aivazian u.a.,1989);

- den Hammingabsiand dyy (Hartung /
Elpelt, 1986) (p = 1), der vereinfacht
der Formel

m
‘;'\
da(©p,.00) = 2 I(xx a " Ny
ausgedriickt wmi

e letzigenannte Vanante ist besonders
gut anwendbar bei einem Bindircode

‘(Merkmalswerte "1" oder "0") (Aivazjan

n.a.,1989).

Aufgrund der berechneten Distanzen
erfolgt  die Clusterung, dh. das
Konstraieren des Cluster-Systems, wobei
zwischen hierarchisch uwnd  nicht-
hierarchisch - orpanisierter Clusterung
unterschieden wird. Das hierarchische
Cluster-System kann seinerseits
enmtweder agglomerativ oder divisibel
aufgebaut werden (Tuldava, 1987).

1.1. By-Methode
Die ~-Methode ist eine
weiterentwickelie Variante der

hierarchisch-agglomerativen =~ Methode.
Es handelt sich um die A-Clusterung,
wobei k& die Zahl der Elemente
bezeichnet, deren Uberlappen bei den
benachbarten Clusters zugelassen wird
(Afremaa, 1978; Tuldava, 1987). Bei
k = 1 ist das Ergebnis der Clusterung
sowie der ganze Verlauf dieses Vorgangs
in Form  eines  Dendrogramms
darstellbar. Dieses Cluster-System sieht
allerdings einigermaflen entstellt aus, da
die fertigen Clusters auf den hoheren
Fbenen als neue Objekte behandelt
werden und w1t weiteren Objekien
zusammengeschlossen werden kdnnen,
deren Abstand von einigen Elementen
innerhalb dieser Clusters den auf dieser
Ebene 2ur Clusterbiidung zugelassenen
Hochstwert der Distanz 0bersteigt. Es
besteht  die  Moglichkeit,  diese
Entstellungen zu messen und die Ebene
zu finden, auf der sie am kleinsten sind

(Adremaa, 1981).

Etwas mehr Interpretationsméglichkeiten
bietet die k-Clusterung, wenn & > 1.
Dabei handelt es sich um die Clustenmg
mit teilweise Uberlappenden Clusters (k
bezeichnet die Zahl der Objekte, die bei
zwel benschbarten Clusters
iibereinstimmen konnen). Diese Methode
ermOglicht es, die verbindenden
Elemente zwischen einzelnen Clusters
festzustellen  (Afiremaa, 1981). Im
Rahmen der vorliegenden Untersuchung
wurde die 2-Clusterung ausgefhrt.

1.2. Zentroid-Methode

Bei der Zentroid-Methode, die sich auf
die Hammingdistanz grindet, werden die
Clusters mnach denselben Prnzipien
aufgebaut, aber dabei ist es moglich, die




einzelnen Schritte der Clusterung besser
zu unterscheiden, als es bei der einfachen
k-Clusterung der Fall ist. Nach der
Verbindung von  zwei  Punkten
(Objekten) wird  hier ein sog,
pseudopunkt berechnet, der das Mittel
von Merkmalswerten der entsprechenden
Punkte darstellt. Danach werden die
Distanzen der potentiellen Cluster-
Elemente zum Pseudopunkt berechnet,
und dem vorhandenen Cluster wird
derjenige Punkt (Objekt) angegliedert,
der dem Pseudopunkt am niichsten liegt
(Adremaa, 1991).

1.3. Die Methode der k-Mittelpunkte

Wie die Zentroid-Methode, so ist auch
die Methode der k-Mittelpunkte eine
weiterentwickelte Vanante des
statistischen Programmsystems BMDP.
Bei dieser Methode werden die Objekte
in k Clusters eingeteilt. Anschlieflend
werden die Mittelpunkte der Clusters
sowie die Distanzen aller Objekte von
diesen Mittelpunkten bercchnet. Auf
diese Weise kann man die Struktur jedes
Clusters genau feststellen, d.h. zwischen
der Kemzone und der Peripherie jedes
Chusters unterscheiden. Dartiber hinaus
kann mit Hilfe dieser Methode auch die
Stellung der einzelnen Clusters in der
gesamten Objektmenge ermittelt werden.
Der grofite Vorteil der genannten
Methode besteht aber darin, daB die
Clusters hier auch qualitativ beschrieben
werden. Von jedem Cluster wird ein
Profil zusammengestellt, auf dem die
Mittelwerte aller Merkmale (samt ihren
Standardabweichungen mn dem
jeweiligen Cluster) aufgezeichnet sind.
Aufgrund dieser  Profildarstellungen
kann man erfahren, durch welche
Merkmale jeder einzelne Cluster am
stirksten gekennzeichnet ist (A4remaa,
1991). Sonmt stelit dieses
Programmsystem eine Kombination von
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der Diskriminanz- und Clusteranalyse
sowie von einigen Elementen der
Faktorenanalyse dar (Hartung / Elpelt,
1986) und ist u.E. besonders geeignet fur
die Analyse eines schwer Dberschaubaren
Belegmaterials.

2. Resultate der Untersuchung einer
Gruppe deutscher Aussehensadjektive

Die oben beschricbenen Methoden
wurden bei der Analyse einer Gruppe
deutscher Adjektive angewendet. 34
einfache Lexeme, die bei der
Beschreibung des menschlichen
Aussehens (attributiv) gebraucht werden
und die semantische Komponente einer
#sthetischen Wertung enthalten, wurden
auf ihre denotativen Merkmale hin
untersucht, um die semantische Struktur
der Gruppe festzustellen. Die Merkmale
wurden wie folgt formuliert:

+BEWER ‘positive Bewertung'

- BEWER ‘'negative Bewertung'

+DIM 'grofie Dimension'

- DIM 'kleine Dimension'
KONST 'Konstitution'

FORM 'Form'

GEORD  'Geordnetheit'

REIN ‘Reinheit’

KLEID 'Kieidung'

BELEB 'gesundheitlicher Zustand'
+BEWEG 'Bewegung'

PSYCH ‘psychische Charakteristika
(Stimmung, Verhalten bzw. Charakter)'
REIZ "Reiz, Eindruck'

Die Markiertheit eines Objektes durch

ein bestimmtes Merkmal wird durch den
Merkmalswert "1"  bezeichnet, die
Nichtmarkiertheit durch "0". Nach
diesem Prinzip wurde eine Datenmatrix
zusammengestellt (s.Tab.1).

Bei so aligemein formulierten
Merkmalen ist es unvermeidlich, daB die
Merkmalkombinationen mancher
Objektpaare (bzw. -gruppen) vollig
Uibereinstimmen. Gegebenenfalls sind

Merkmal

Objekt

edel
elend

fein)
feiny
feins
feist
fesch
flott
frisch
grob
hehr
herb
hold
hitbsch
keck
kef3
lecker
nett
nobel
pikant
plump

‘proper -

rank
resch
sauber
schau
schick
schiank
schmuck
schnieke
schon
smart
st

zarf

owmEmw +

Merkmalswerte dsthetisch bewertender Aussehensadjektive
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Tabelle 1
P R
S E
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H
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1
1
0
0
0
0
0
1
1
1
1
1
1
1
1
1
1
1
0
1
0
0
0
|
1
0
0
1
1
i
1
0
1
1

1
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das die Gruppen lecker - nett - proper,
hehr - keck - resch und hold - hiibsch -
pikant - sauber - schon - saf und die
Lexempaare schmuck- schnieke, fesch -
smart und feinp - nobel Die
gegenseitige Distanz zwischen den
Flementen jeder Gruppe ist hier gleich 0
(d = 0). Es handelt sich aber keineswegs
um vollstindige Synonyme, denn viele
Merkmale, wie z.B. stilistische bzw.
territoriale Besonderheiten, mogliche
Kollokationspartner sowie die feinere
Strukturierung der Merkmale sind nicht
berticksichtigt worden. Es ist aber auch
nicht zweckmiflig, alle moglichen
Merkmale gleichzeitig zu behandeln,
weil es sich um Merkmale verschiedenen
Grades handelt, und ibr Behandeln als
gleichwertige Merkmale das Gesamtbild
entstellen kdnnte. Es ist wohl mdglich,
das mittels der Analyse der Merkmale
einer Ebene ermittelte Clustersystem mit
einem anderen zu vergleichen, in dem die
Merkmale einer anderen Ebene in die
Analyse mit einbezogen sind. Auf diese
Weise kann man feststellen, wie die neu
einbezogenen Merkmale das Anfangsbild
indemn. Als Grundlage mofiten aber
unbedingt die Metkmale ein und
desselben Grades dienen.

2.1. 1-Clusterung

AnschlieBend beschreiben wir den
Verlauf der 1-Clusterung, wobei wir die
durch verschiedene Methoden
gewonnenen  Resultate  miteinander
vergleichen (s. Tab.2).

Wie oben gesagt, vereinigen sich auf
dem ersten Schritt der Clusterung (h = 0)
die Adjektive, deren Abstand gleich O ist:
C1 {lecker, nett, proper};

C2 {feiny, nobel};

C3 {hehr, keck, resch};

C4 {schmuck, schnieke};

C5 {fesch, smart};

" bewertenden

C6 {hold, hobsch, pikant, sauber, schon,
saf}.

Der Vergleich des weiteren Verlaufs der
Clusterung  aufgrund  verschiedener
Distanzformeln hat ergeben, daf sich die
Objekte mit wenigen durch den
Merkmalswert " verzeichneten
Merkmalen (bei dem Binarcode)
aufgrund der euklidischen Distanz (¢
froher dem Zentrum anschlieflen
aufgrund der linearen Korrelation und
des Sorensen-Ahnlichkeitskoeffizienten.
Diese Tatsache ist dadurch zu erkliren,
daB bei der dp alle Merkmalswerte
berticksichtigt ~werden, dh.,, die
Nichtmarkiertheit eines Objekts durch
ein bestimmtes Merkmal gilt ebenso als
ein Merkmal (nur mit einem "0"-Wert).
Bei der Clusterung aufgrund  der
Distanz d; sowie der dg wird aber der
Anzahl der durch "1" verzeichneten
Merkmale bei einem Objekt eine grofiere
Bedeutung beigemessen. Je grofler diese
Zahl ist, desto grofler ist auch die
potentielle Zahl der mit anderen
Objekten gemeinsamen Merkmale und
dadurch die Mdglichkeit, mit mehreren
Objekten verbunden und zum Zentrum
gerechnet zu werden. Diese statistischen
Nuancen dndem aber in unserem Falle
nicht das Endergebnis, das in folgenden
Postulaten  zusammengefalit werden
kann:

1) Die Kemzone der Aasthetisch
einfachen Aussehens-
adjektive umfaft

- eine allgemeine positive Bewertung
tragende Adjektive (hold, htbsch, pikant,
sauber, schon, saf, schau, feins, edel,
Jrisch) (die drei letztgenannten enthalten
neben der allgemeinen Bewertung auch
einen Verweis auf die Reinheit (Farbe),
Form bzw. Gesundheit),

- Kkleidungsbezogene  Adjektive
(schmuck, schmieke, kep, lecker, nett,
proper, fein), fesch, nobel, smart,

Tabelle 2

Verlauf der 1-Clusterung aufgrund verschiedener Distanzkoeffizienten

dg

C1
C2
C3
C4
C5
C6

dy,

{ lecker, nett, proper }

{ feiny, nobel }

{ hebr, keck, resch }
{ schmuck, schnieke }

{ fesch, smart }

dg

{ bold, hubsch, pikant, sauber, schon, soB }
C7 { C2,C3,C4,Cs; flott, ke } |

Cc8 { C6,CT;

Co { feing,
C10 { schlank,

frisch }
rank }
zatt }

C11 { feist, plump }

Cc12 { Ci, Cs;

Cl13 { C9,C10 } C13{C12; fein3,schan}

Cl14 { C11,C13 }C14 {C10, C13; edel}

schick }

C15 {C9,C14 }

C16 {C11,C15 }

C15 {Ci12,C14; C17 {C16; elend,herb }

edel, elend,

fein3, grob,
herb, schau}

C18 {C17; grob }

c7

{C2,C3,C4,C5.C6;
fein3, flott, frisch,
keB, schick}

C8 {feist, plump}

C9 {Cl,CT7: edel,
elend, feiny,herb,
rank, schick,
schlank, zart }

C10 {C8, C9; grob }

dyc

C7 { C3; flott }

C8 {C6; frisch }
C9 {C4; keB }
C10 {C10;fein3,schau}
Cli {C2,C5 }

C12 {C8,C9 }

C13{C7,Ci12 }
C14 { C1, schick }
C15 { schlank, zart }
C16 {feiny, rank }
C17 { feist, plump }
C18 { elend, herb }

C19 {C13,C10 }
C20 {C19; edel }
C21 {C14,C20 }
c22 {C11,C21 }
C23 {C15,C16 }

C24 {C18; grob }
C25 {C17,C22 }

C26 {C24,C21}

C27 {C26,C25 }
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schick);

- psychikbezogene Adjektive (fein),
fesch, flott, hehr, keck, kep, nobel, resch,
smart).

2) Zur Peniphenie gehoren
- Dimensions-Konstitutionsadjektive
(schlank, zart, rank, fein;, feist, plump),
- eine negative Bewertung tragende
Adjektive (elend, grob, herb, feist,
plump).

3) Im allgemeinen vereimigen sich zuerst
die Worter mit ahnlicher Bedeutung
(Synonyme) (zB. {feinj, rank},
{schlank, zart}, {plump, feist}. Auf dem
nichsten Schritt schliefen sich ihnen die
Worter mit der entgegengesetzien
Bedeutung (Antonyme) an (bei dg: C14
{feist, plump, fein], rank, schlank, zart},
ebenso bilden sich bei dj, der Cluster
C16, bei dg der Cluster C10, bei dyc
die Clusters C25, C27).

2.2. 2-Clusterung

Als Nachteil der 1-Clusterung gilt, wie
oben gesagt, die Tatsache, dafl der
pegenseitige Abstand der Objekte, die
zu einem Cluster zusammengeschlossen
werden, hier nicht zum Ausdruck kommt
(einigermafen wird die feinere Struktur
der Clusters nur durch die Zentroid-
Methode sichtbar). Demgegentber ist es
bei der 2-Clusterung moglich, da8 ein
Objekt gleichzeitig zu mehreren Clusters
gehoren und auf diese Weise als
verbindendes Glied zwischen den
voneinander weiter entfernt liegenden
Objekten dienen kann. Die Resultate der
Analyse lassen sich graphisch darstellen
(s. Abb.1).

Aufgrund der 2-Clusterung kann man
folgendes feststellen:

1) Den Kem der behandelten
Adjektivgruppe bilden die Adjektive, die
einen angenehmen Eindruck (Reiz) auf
die Sinnesorgane eines Menschen
ansdricken, der durch die #uflere
Erscheinung eines Menschen (bzw.
seiner Korperteile), gelegentlich auch
durch seine Kleidung und / oder sein
Verhalten (bzw. Stimmung, Charakter)
hervorgerufen ist. Zu dieser Gruppe
gehoren die Adjektive: hold, htbsch,
pikant, sauber, schon, sif, frisch,
schmuck, schnieke, resch, hehr, keck,

Slott, kep.

2) Mit der Kemgruppe sind eng
verbunden die Adjektive, in denen die
positive Wertung nicht so sebr auf einem
Sinneseindruck, als vor allem auf einer
rational  begrindeten  Einschatzung
beruht:

- auf die Psychik bezogene Adjektive:
Jesch, smart, feins, nobel;

- auf die Kleidung bezogene Adjektive:
lecker, nett, proper.

3) Zur Randzone der zentrzlen Gruppe
geboren die Adjektive edel, schau, herb,
zart, schick, die die zenirale Gruppe
gelegentlich mit anderen (peripheren)
Gruppen verbinden.

4) Uber das Adjektiv zart schliefit sich
der zentralen Gruppe die grofite
periphere Gruppe an, die ihrerseils in
folgende Untergruppen eingeteilt ist:

- eine positive Bewertung enthaltende
Dimensions-Konstitutionsadjektive (zari,
schlonk, feiny, rank);

- Konstitutions-Formadjektive (rank,
Seinj, plump),

- eine negative Bewertung tragende
Dimensions-Konstitutionsadjektive
(plump, feist),

- eine pegative Bewerhung tragende

Abb.1. 2-Clusterung der einfachen Aussehensadjektive
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‘ Konstitutions-Formadjektive ~ (plump, C1 {flott, hehr, herb, keck, kef3, resch}; KLEID - 1} 2 3
grob). C2 {feiny, fesch, nobel, schick, smart}; PSYCH e & ler 9 " 3
| i C3  {lecker, nett, proper, schmuck, KONST |
| 5) Das Adjektiv schau verbindet die schnicke}; - REIZ, 1 2 3
| ventrale Gruppe mit dem Adjektiv feing C4 {frisch, hold, hubsch, pikant, sauber, el I z 3
| (die Untergruppe enthalt eine allgemeine schlank, schon, soB, zart, edel, elend, RM 2 3
| positive Bewertung mit einem Verweis  schau, feing}; REIN ' 2 3 e
| auf die Reinheit/Farbe). C5 {feist, plump, rank, fein}, grob}. +DIM ! 2 3
-DIM | 2 3
6) Die Adjektive frisch und herb Von den Profildarstellungen der Clusters +BEWER = - e 2 3
verbinden die zentrale Gruppe mit dem (s. Abb. 2) ist zu sehen, durch welche -BEWER PRe— 2 3 '
Adjektiv elend (die Untergruppe enthalt Merkmale jeder einzelne Cluster am GEORD 1| e y Jveii 3
einen positiven oder negativen visuellen stirksten gekennzeichnet ist. Die von der +BEWEG (B B s 2
Eindruck, der durch den guten bzw. zentralen  Vertikallinie nach rechts e 3
schlechten  Gesundheitszustand oder abweichenden Werte eines bestimmten : 2 3
gelegentlich auch durch den psychischen Merkmals bezeichnen die stirkere
Zustand des zu  beschreibenden Markiertheit der Adjektive durch dieses KLEID 4 5
Menschen hervorgerufen ist). Merkmal. Die groflen  Standard- PSYCH 4 5
abweichungen zeigen, da} in dem KONST
entsprechenden  Cluster die  beiden ; e A 5
2.3. Clusterung mit Hilte der Methode moglichen Merkmalswerte ("1" und "0") REIZ o 41 """"""""""" 3 -
der k-Mittelpunkte vertreten sind. FORM - 4-1- " 5
REm ----------- 4 ......... 5
Beim Interpretieren der Resultate der Beschreibung der Clusters: +DIM - 4 s'§
mittels der By-Methode durchgefihrien DIM T 4 =5 [
= Clusteranalyse ist man gezwungen, zu C1 enthilt sowohl positiv als auch +BEWER 7| [ —— [ —
den Ausgangsdaten zurtckzugreifen, negativ bewertende Adjektive. Die -BEWER e 4 eeen — 5
denn die Distanzmatrizen enthalten keine Bewertung  beruht  auf  einem GEORD ] Al | melitr ok il Sk
Information dartiber, welche konkreten angenehmen  bzw.  unangenehmen +B 5
Merkmale bei verschiedenen visuellen Reiz, der durch die #4uflere EWEG 4 - 5
Objektpaaren bzw. -grappen Erscheinung eines Menschen und durch BELEB il e . S 5
iibereinstimmen und welche von ihnen den darin widerspiegelten psychischen
als differenzierende Merkiale wirken. Zustand (Verhalien, Charakter)
R ABb.2. Profidareethungen der Custers C1 - CS sufigrund dr Cluteranalys
elpunkte  wir ie i iche it Hi M
- Analyse aber automatisch durchgefiihrt. (2 enthilt Adjektive, die ein positives mithiilicideubethadelderi:Miltelpunkte
| Man braucht nur die gewtnschie Zahl Urteil tdber die Kleidung und
der Clusters zusammen mit den Verhaltensweise eines Menschen
| Ausgangsdaten in den Elekironenrechner ausdricken.
cinzugeben.
C3 besteht aus Adjektiven, die eine
Wir haben die Analyse beir £k = § positive Bewertung der Kleidung etnes
durchgefuhrt, d.h., es wurde im voraus Menschen, insbesondere deren Reinheit,
bestimmt, - dafl wir die uns Geordnetheit und den  dadurch
intercssierenden  Adjektive in  fonf hervorgerufenen angenehmen Eindruck
Clusters  einteilen  wollen.  Der ausdrucken.

Elektronenrechner hat dei Clusters wie
folgt gebildet: C4 wmfafft Adjektive 1put einem




allgemeinen  Werturteil ober das
Aussehen eines Menschen, das
gelegentlich auch einen Verweis auf die
Konstitution und den physischen Zustand
enthalt.

C5  besteht aus .Adjektiven, die die
Grofle, Form und Konstitution “des
menschlichen Korpers bzw. dessen Teile
beschreiben und dabei ein positives oder
negatives Werturteil enthalten.

Inwieweit jedes einzelne Adjektiv durch
die Merkmalkombination, markiert ist,
die einen Cluster von den anderen
unterscheidet, das kann man anhand
seiner Distanz von den Mittelpunkten der
jeweiligen Clusters feststellen. Diese
Dlstanzan.gaben machen es mbghch, die
innere Struktur jedes Clusters sowie die
gegenseitigen Beziehungen zwischen den
Clusters zu ermitteln. Zum Beispiel kann
man feststellen, daB die typischen
Vertreter der einzelnen Clusters (die dem
Mittelpunkt des jeweiligen Clusters am
nichsten liegenden Adjektive) sind:

in C1: hehr, keck, resch (den groBten
Abstand vom Mittelpunkt hat-ferb);

m C2: feiny, nobel,

in C3: lecker, nett, proper,

m C4: hold, hibsch. pikant. sauber,
schon, siif (den grofiten Abstand vom
Mittelpunkt haben schlank und elend);

in C5: plump (den grofiten Abstand
haben grob und rank)

Von der Distanzmatrix der Mittelpunkte
der Clusters ist auch abzulesen, dafB der
Cluster C5 von allen anderen Clusters
mehr entfernt ist als die anderen Clusters
voneinander. Am  nichsten liegen
zueinander die Clusters C1 und CA4.
Auch die Clusters C1 und C2, C3 und
C4 sowie C2 und C3 sind miteinander
ziemlich eng verbunden.
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Wenn man diese Schluffolgerungen mit
den durch andere Methoden ermittelten
Resultaten vergleicht, so kann man sich
leicht davon Oberzeugen, dafl sie im

" groflen und ganzén wbereinstimmen.

Dabei ist aber die gute Interpretierbarkeit
der Methode der = k-Mittelpunkte
besonders hervorzuheben wegen der
Vielseitigkeit der dadurch ermittelten
Resultate.
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Vergleich von verschiedenen Methoden der Clusteranalyse
in linguistischen Forschungen

Restimee

Die Untersmh\mg befat sich mit dep Vergleich der Anwendbarkeit und

Interpretationsmdglichkeiten von wverschiedenen Varianten der Clusteranalyse in
linguistischen Forschungen Als Untersuchungsmaterial dient eine Gruppe deutscher
Adjektive. Durch die 1-Clusterung wird die Gruppe in eine Kemzone und Peripherie
aufgeteilt. Die 2-Clusterung ermoglicht es, die verbindenden Elemente zwischen
einzelnen Clusters sowie zwischen der Kemgruppe und der Peripherie festzustellen.
Mit Hilfe der Methode der k-Mittelpunkte wird zu jedem Cluster ein Profilbild erstelit,
auf dem die Markiertheit jedes gebildeten Clusters durch einzelne Merkmale
angegeben wird. Somit wird die quantitative Analyse um eine qualitative Beschreibung
der Resultate erganzf.
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CraTucTHuecKHi aHAJU3 JIeKCUYECKOTI'0 coCTaa
TeKCcTOB (PYHKIMOHAJBHBIX CTHUJIEL.
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Hoxnan.

TEMATUYECKASI OBJIACTB: CraTtucTuueckuii
aHaJM3 TeKcTa; PYHKIMOHANLHAA CTUIMCTUKA

Pesiome:

WUccnenosano CcTaTHUCTHYeCcKoe noBefieHne
CeMaHTHYECKUX IIOJKJIACCOB CJIOB B TeKCTax
Ia3eTHO-MyO/MUMCTHYECKOro CTHIA u

XYROKECTBEHHO/ Tposbl. B pesysasTaTe TecTa Ha
"CTUIIEBYI0 MAPKUPOBAHHOCTL" MOAKJIACCA C MIOMOLILIO
kpurepua XVI-kBafpaT BbIAeJeHbl MOAKJIACCH! CJOB,
XapaKTepHbIe A JIEKCH4eCKOro HAalloJHEHUA TEeKCTOB
rasdeT M XYJOMKECTBEHHOM INPO3BL Tect Ha
"CTaTUCTUIECKYIO OJIHOPOAHOCTD" MoKa3an
peryJisipHOe  COOTHOLUEeHUEe YacTOT MOAKJACCOB B
MORBEIGOpKAX M3 TEKCTOB pa3HBIX Tas3er, 4TO
cBuIeTeabCTByeT 06  "opraHuMameHHocTH",  T.e.
COI'TIACOBAHHOCTH JIEKCMYECKMX CTPYKTYD Tra3eTHBIX
TEKCTOB.

Jlekcuxy TekcToB hbYHKLUMOHANBHBIX  CTUJIEH
CpaBHMBAIOT Ha JBYX YPOBHAX: Ha YPOBHe CJIOBapf,
KOTAa McXoAAT M3 HabGopa cnoB (JexceMm) Ges yueta
MX YacCTOTHOCTH, MJM Ha YPOBHe TEKCTa, Korga
(bUKCHMPYIOT ° 4HacTOTHI CNOB B KOHKPEeTHBIX
BblcKa3piBaHUMAX (Tekcrax). [Ipu aToM, Kak npapuso,
TIPOBORMUTCAH corocTaBJIeH e YACTOTHBIX
XapaKTepMCTMK OTHeNbHbIX cJioB. BoraTbnt ommir
CHCTEMHOro OMMCaHUA JIEKCHKH Aenaer
neJsiecoobpaaHbM M  HeoOXOAMMBIM  M3y4aTh
ToBeieHMe TaKXKe JICKCUKO-CEMaHTHYECKUX Da3pAMOB
WJIM  MOQKJIACCOB CJIOB B TEKCTaX  PAa3HbIX
YHKUMOHANBHBIX cTujen. CraTtucTHecKne
napaMeTpbl CeMaHTUYECKMX TIOAKJIACCOB CJIOB KakK
¢opmanrueie  cBolicTBa JNIEeKCUKO-CeMaHTHYeCKOR
OpranMaallMM  TeKCTOB  ITO3BONAT U3MEpPUTH
JIEKCUUYECKYIO CBA3L TEKCTOB M  PacKpbiTh
KavyecTBeHHble 0COGEHHOCTH CTHJIeH.

B uactosameit pabore cpaBHMBAIOTCA Ha ypOBHe
TeKCTa KOJIM4eCTBeHHbIe NapaMeTpbl CeMaHTUYECKUX
TMOAKNACCOB  NpHUJaraTejbHbIX, GYHKUMOHMPYIOIMX
B TeKCTax ra3eT W  XYZOXKeCTBeHHo!l MNpoakbl
COBPEMEHHOT0 HeMEeLIKOro AsbiKa.

MeTtonom crutomHoit BeiGopky 3adurcupoBano 16
THIC.  CNOBOYroTpeGMeHWii  npujaraTeNbHbLIX B
aTpuByTHBHONA (hYHKLUMM B TekcTaX HeMeLKMX raseT
M 4 THIC. CNOBOYMOTpeGNEHMIt NpUJATATeNLHBLIX B
TEKC-TAX XynoxKecTBeHHo! nmnpoabl. Brigeneno 19
CEMaHTUHECKUX MOAKacCoB NpuaaraTebHbIX,
Koropsle ofosHayalr, Hanpumep:

- 0BILeCTBeHHO-TIONUTHYECKYE OTHOLICHUA (politisch,
interna-

tional, demokratisch, gesellschaftlich);

- nepuoAbl BpeMeHM ¥ BospacT  (gegenwaertig,
dreitaegig, jung);
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- HONIO}KUTENLHYIO OlleHKY (positiv, gut, praechtig);

- untencuBHocTb (fest, schart, schwer, beharrlich);

- auHamuyHocTh (aktiv, dynamisch, rasch, schnell);

-~  JIoOKaJbHBle  XapakTepuctuku  (europaeisch,
westlich, oert-

lich);

- cBeto-uBeroBrle npuaHaku (dunkel, schwarz, rot,
gruen);

- TemnepaTtypy (warm, heiss , kalt u gp.) cm. Tabn.l).
IlokasaTes  4HacToT TOAKJAcCOB B TeKCTaX
MCCIeyeMBIX CTUAENH

npuBefieHsI B MCXOQHOM Tabu.l.

1. Tectr Ha
MoAKJacca.

Ilox “cTuyeBoli . MapKMpOBaHHOCTBIO" GynmeM
MOHUMATb 3aKperJIeHHOCTh JIEKCUKA 3a
orpeflefleHHEIMM  CTMJIEBBIMM  PASHOBUAHOCTAMMU
Asbika.  IIpuMeHMTeNBHO K HACTOAILIEMY
MCCNeIOBAHMIO  JaHHOe  TOHATHE MpeAyIoJaraer
TIOBBILIEHNE ¢akTHYecK HaGMIOOAEMBIX YACTOT
TOAKNACCOB NpUJIATATENbHBIX ‘HAJZ| TeOpPeTHYecKH
OXKMAaeMbIMM  BeJMYMHAMM B TEKCTaX TOro W
MHOI'O CTHMJIA.

"CTHMJIEBYI0  MapKMPOBAHHOCTL"

Tabmuna 1

Pacnpegenielinte 4aCTOT MOAKJIACCOB MPUNAraTENbHLIX
B TeKCTax AByX cTunei

Toascaacest

Buibopacit
N. npunaraTensHBIX

lagetn.-ny6mm.  Xya. .nposa
1 ObwecTReHHO-NOANTHYECKHE

OTHOILIEHHR 2452 104
2. Paamep o 2354 897
3. IosomvTennHan OleHKA 2166 409
4. Ilepuoan BpeMeHM W BO3PAcT 1574 537
5. IIpocTpaHcTBeHHLle XBpakTepucTky 1255 319
6. Tepmuun 1185 29
7. MIHTeHCHMBHOCTL , 1031 330
8. BuyTpeutee cocToAnue 811 233
0. Jlokannitsie xapakTepucTURKM 840 142
10 3xoHoMUMECKMEe OTHOLICHUA 589 10
11 JunamuutiocTs 555 83
12 Hnreanekr 537 119
13 Orpurtarenstas oLeHKa 192 17%
14 CpeTo-1BeTOBLIE NPUIRAKK 94 288
15 Buewuitve npuanaku 100 248
16 TemnepaTypa 32 a
17 Duanteckoe U NCUXUYECKOR COCTORA-

Hue yesopeka 37 51
18 Matepuan 18 41
19 Npyrvte npusnaku 1 cBoRCTBE 198 174

Beero: 16000 4000

C smoit uHeablo ¢ moMmowElo Kputepuna XMH-
kBagipat ( X?) ycramaBaMBamuch CTATUCTHYECKH
3HaYMMble pacxoxgenus MeXny AMIIMPUYECKU

HabaiofaeMBIMM ¥ TEOPETHMHECKM  OMKUZAEeMbIMU
YacTOTaMM TMOAKJIACCOB INPMJATATENBLHBIX B TEKCTax
raseT M XyAO0XKeCTBEHHOI Npoasbl (cM. Tabmn.2).
Tabnuna 2
AnvTepHaTHUBHAR Tabauua 41A onpeneneHns
CTATUCTUYECKM 3HAYMMOIO
pacxoxcnenna Mexny nogxKJaccaMu B ABYX CTHUIAX

Tloxxnace TasetH.-ny6ant. | Xya. npoaa | Beero
OB, ~MONAT. OTHOLLIEHUA 2452 104 2556
Jpyrue nopxaacchl 13548 3896 17444
Bceero 16000 4000 20000
BeroscsieHHBIE Ha oOcCHoBe Tabm2 X¥ = 464,85,
CraTMcTHYeCKH 3HaYYMbIMU CYMTANUCH
pacxoxcnenus rpu X 3= 3,84.

PeaynbraTst aHaJmMaa noKasaJjmu, 4TO

"MAPKMPOBAaHHLIMM ', T.e. XaPAKTEPHLIMU AJIA TEKCTOB
ra3eTHO-ITyGMIMCTUYIECKOTO CTUIIA, OKA3aJNCh, KaK U
CJIENIOBAJIO  OXKUAATH, CEMaHTHYecKMe ITOAKJIACCHI
OpUJIa-TATeNbHLIX, 0603HAYAIOLIMX:

- OOLIL-NOMMTHYEeCKUEe OTHOLLEHUA (X2= 464,85)

- MOJIOMKUTENBHYIO OLIeHKY 31,29
- TEPMMHBI 244,73
- BKOHOMMYECKHEe OTHOLIeHUSA : 136,64
- VIHTeJUIEKT 4,14
- AMHAMUYHOCTD 40,26
- JIOKAJILHBIE XapaKTepUCTUKU 23,55
HMna TEKCTOB XYRoseCTBEHHOM npoabl
"MapKMPOBaHHBIMN " oKa3aJmch MOAKJIACCHI
npunaraTeJbHbIX, KOTOpble 0603HaYAalOT! .
- paamep (X™=18,2)
- nepMoasl BpeMeHU M Bo3pacT 43,61
- MHTEHCUBHOCTH : 16,44
- OTPMLATENBHYIO OLIEHKY 40,26
- CBETO-1IBETOBLIE NTPUIKAKU 746,82
- BHELUHMEe NMPUBHAKHA 581,69
- TeMnepaTypy 33,68
- huamgeckoe M MCUXIMHECKOE COCTOAHUE
YyeJioBeKa 79,57
- MaTepuaJj 92,49

J.I.ﬂﬂ IIOAKJacCOB NpujaraTeJIkHbIX C CEeMAHTUKOMN
IIPOCTPaHCTBEHHLIX XapaKTepPUCTUK U BHYTPEHHero
COCTOAHWUA He BLIABJEHblI CTATHCTHUYECKN 3Ha4YMMble

pa3sminna B ABYX CTHJIRX. OueBnAHO,
npuiaraTefbHble AaHHBIX TIIO[KJIACCOB 3aHMMAlOT
CpaBHUTENBLHO OoaMHaKosoe noJioJKeHue B

PaHKMPOBAHHLIX YACTOTHBIX pANAX MCCIeAYeMEIX
cTUIelA.

PasHoe nonodceHue [oAKNACCOB NpPuUJaraTesbHBIX
B YacTOTHBIX PaHXUPOBaHHLIX DAAAX MABYX cTuJet

MPOAUKTOBAHO, I'IaBHBIM obpazom,
IKCTPAaJMHIBUCTHHECKMMIU daicropamm,
Hpepnonaraercs, uTo AIpKO BbIpayieHHaA

pedepeHTHAA OTHECEHHOCTb TEKCTOB raseT K cdepe
ob1eCTBeHHO-TIONMTHMYECKON!  SKM3HM  ONpenendeT
ACHOTATMBHEIX M CHMTHU(IMKATHBHBIA 4CIeKTHl HX
coflepskaHMA M, TeM caMbIM, Habop OCHOBHBIX
CeMaHTHYeCKMX TIOAKJIACCOB NPUIAraTeNbHEIX,
XapaKTepHbIX AnA JIEKCHKO-CEMaHTHYECKOro
HaTNOJIHEHNA TeKC-
TOB JaHHOTO CTHNA.

2. TecT Ha CTaTUCTHYECKYIO ORHOPOIHOCTR

Kak wm3sBecTHO, JaHHbie O 3aKOHOMEPHOCTH
ASBIKOBLIX SIBJIEHMI) MOXKHO MOAYHYMTb JMLOb TOrAA,
Korja sBJjleHMA HOCAT  PDEryJIApPHLI  XapakTep.
Honatue perymapuoctn Koppesmupyer ¢ Taxummu
TOHATHMAMYM, KaK YCTORYMBOCTL  CTATUCTUHECKMUX
PAnos, HopmatuBHocTh (IInotpoBckmii P.I', Bekraes

KB, 1977, Tyuamasa IO.A, 1987), crabuibHocts
(Augpiomerko  BM,, 1978), opraHM3MeHHOCThL
(Apanos M.B,, 1982; 1988), KoTopble MCNOJbL3YIOTCA
aBTOpaMM B KadecTBe KPUTEPUEB CTATUCTUUECKOU
onHopopHocty. Ofliee roHMMaHMe CTATUC-THMYECKON
OZTHOPOAHOCTH, KaK OHO OTpefesieHo B CTAaTUCTHKe U
JiC TOJIL3YETCHA B JIMHIBACTHMHECKMX UCCJIENOBAHUAX, -
"..CTATMCTUYECKARA ONHOPOAHOCTL BLITEKaeT u3
TIOHATUA TeHepaNbHOA COBOKYMHOCTHM, T.e. TaKoi
HaubBosee obiedt coBoKymHocTH (HAKTOB, B KOTOPOH
OHM CYLIECTBEHHO He OTJAMYAlOTCA IO CBOUM
cTaTMCTMYeCKMM xapakTepuctuxam”  (Ilepebeitioc
BM., Mypasuukas MIIL, Japuyxk HIIL, 1985),

JeTaau3upyerca B JaHHOI pabore "
paccMaTpuBaeTci Y)Ke KaK pe3yabTaT cobmomenus
TpeBoBaHMIt K  JIMHIBMCTMHECKOH  OHOPOLHOCTHL

Taxoit TIaH UccaeqoBaHUA MOATBEpXKIaeT
MCTUHHOCTD SMIMPUHECKUX HabmoneHuit,
crniocobeTBYSA 00BEKTBHOMY BBIABJIEHHIO

3aKoHOMepHOCTeN  (DYHKIMOHMPOBAHUA  ABLIKOBBIX
eZIVHULL

TIpuMeHUTEeNBHO K JaHHOMY MCCIENOBAHUIO TeCcT
Ha CTaTMCTUHECKYI) OAHOPOAHOCTL IMIPeAnoJoraeT
BLIABJIEHME XapaKTepa YacTOTHOrO pachnpefeneHnsa
(nonoxxenns) CceMaHTHUYEeCKUX MOAKJIacCcoB
npuiaraTeNibHbIX B PasHbIX NogBLIGOpKax raser, a
Takyke B BrIGOpKaxX, TNPUHAIJEKALUMX K pPa3HBIM
ctaaM. B KayecTBe onepaTHBHOrO MpyueMa MpPoOBEePKU
KPUTEpMeB  ONHOPOAHOCTYM  MCNOJL30BAH  METOA
Koppensmum panroB mno Cmup-Mery. ‘acToTel
MORKJIACCOB NpujaraTensHelx B 10-TM mopBbIGOpKax
6o 3adukcupoBaHBl B MCXORHBIX  Tabmuuax.

BeroMcnuTeNbHbIE  onepanuy  TPOBOAMJNCE  ©
nomowpio OBM. IlpoBemeno 20 comocTaBJeHMNA
noxebIGopox ApYyT c JAPYToM. Bemauuer
koahpuLHMeHTOB paHroBoit KOppeJALUU (P)

npencrasieqs! B Tabmie 3.

Bricokue 3HaueHMA Ko3ddULMEHTOB JJA A
noaBbiGOPOK U3 TEKCTOB Ta3eTHO-ITyOJMCTHYecKoro
CTHJIAL, TIPEBLULIAIOUHE P . . = 0,64 noxasany, 4TO
OTHOCHTENbHOE NoJIoM<eHMe TIOAKJIACCOB
TPUAAraTeNbHBIX B  PaH’KMPOBAHHOM PARY AJIA
noABRIGOPOK M3 pa3HBIX TazerT = npubIMIUTEeNLHO

OIMHAKOBOE.

Tabmua 3
PeaynbTaThl MCCNEM0BAHNA PAHTOBOM KOPpPeJALMu
MexIy MoaBLIGopKaMu

TomBbi- TageTHO~nyGaMUMCTHYECKMIA CcTURL Xyn. npoaa
Gopku J1 ) 2] 3) 4 5)6)j7]8] 9]16

1 x 0,09 0,97 0,87 0,86 0,96 0,84 0,95 0,44 0,38

2. x 0,97 0,98 0,96 096 0,91 0,94 6:5-!; 6::;;4
3. x 0,97 0,98 096 091 0,93 (;,-6-; (-).-';:-!
4 x 0,98 0,98 0,90 0,92 [;:6-2- (.)._:;(-5
5. x 0,90 0,90 0,93 l;,-(iul— (‘)?3-:;
6. x 091 093 061 033
7 x 0,08 049 0,34
8 x 053 0,36
9. x 0,79
10. X

Taxoe peryJsfapHoe COOTHOILIEHHUE HacTor

NMOAKRJMACCOB [IPUJIAraTeNLHbLIX B nonsmﬁopuax u3a
21




TEKCTOB DPAasHEIX ~ TaseT CBHMIAETELCTBYeT 06
"opranuamenHoctu” /Apanos M.B, 1982 /, xoropas
npefcraBaseT coboii COrNacoBAHHOCTE JeKCHUECKUX
CTPYKTYP BCEX TEKCTOB OZHOrO CTHJISA.

Ecom  uexoguMTs M3 TOro, 4ToO
CeMAHTHYECKMIt  TOAKJIACC MMEEeT CBOIO TeMy, TO
pesyJbTaTl  aHaJM3a FOBOPAT B  NOJAb3Y
"cTepEOTHITHOCTH COXEPIMAHUS" B rasere: KOJMUECTBO
TeM, MO KOTOPLIM e)KeAHEBHO BLICKA3LIBAETCHA raseTa,
MOJIAAETCA YYETY ~ NMOAKPENNAETCHA CTePEOTUITHOCTHIO
A3BIKOBOTO O(POPMJIIEHHUA.

KaK ol

Tlony4ennsni K03 puLmenT paHroBo#
KOppenAnMM  INA  nNoABHIGOPOK M3  TeKcToB
XYROX¢ECTBEHHO! mpo3bl ('p = 0.79) HecKOJBKO

MeHblle, YeM BeJMYMHa ) AN mnogssibopok u3
TEeKCTOB ra3eT, XOTA M [MpeBBIUAET XKPUTUYECKOe
3HaYeHne TabmyHoro koadduumenra.
CyenoBaTeNbHO, B TEKCTaX XYAOXKeCTBEHHO! Npo3bl
BelicTBYIOT MeHee CTporue NpaBMJia JIEKCHYECKOro
HalOJIHEHUA TEKCTOB.

CpaBHeHMe BeMmMYMH p ;AR NOABRIGOPOK 13
PasHBIX CTHJIE/, a OHM MOKA3KIBAIOT CYLIeCTBEHHOE
pacxo:kaeHue (cM. TomYepKHYThIe KO3GDUIMEHTE! B
Tabn. 3), moaTBep:KAaeT TOT (PAaKT, YTO BAKOHO-
MEPHOCTH YTOTpebseHus ceMaHTH4YeCKUX MOoAKJIACCOB
TMpUAAraTeNbHBIX B ABYX CTUAAX HOCAT DPasHBIif
xapakrep. YnorpebiieHue npuJiaraTeJbHLIX TeX MJIMU
MHBIX MORKJACCOB, MX  YacToTa  OGYCJIOBJIEHBI
nenAMM M 3asiadyamyu hYHKLMOHAJBHOrO CTHJIA.

IlpoBenenHoe wmcciefoBaHMe YybGexxpaeT Hac B
TOM, YTO raseTHO-ITyGIMUMCTHYECKMIE  CTUJIL
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ofnanaeT  BbIIEPMKAHHBIM TUIMYHEIM E€AWHCTBOM,
NMPOABJARIIMMCA B yCTOMH4MBON opraHusaumnu
ABBIKOBOro  MaTepyajla B CBA3U C  UeJAMK

YHKIMOHANBHOTO MCMONL30OBAHUA.
NNPUMEYAHUSA

1) HKoppenauusa npucyrcrsobana, ecyy MojiydeHHbIe
PPPive o Te. p>071 npu n=10; KopesnAUUA
OTCYTCTBOBaNA, ecam p<p , T.e. p<0,64 npu n=10,
re N - KoMu4ecTso NoiBeIGopoK.

Statistical analysis of lexical text composition
of functional styles

Valentina M.Baskevich

Summary:

The statistical behaviour of the semantic word subclasses in
the newspaper and fiction text styles has been investigated.
As a result of "style marking" test by means of XI-square
criterion thc word subclasses characteristic of newspaper
and fiction text vocabulary have been distinguished. The test
for “statistical homogeneity® made with the help of
Spirman correlation method showed a regular frequency
corrclation of the word subclasses in the sample texts of
various ncwspaper. It proves the coordination of lexical text
tructures of the newspaper-styles

Theoretical Principles of Linguistic Database Design

Qualico-94

in Natural Language Processing

Larissa N. Beliaeva,
State Pedagogical University of Russia,
Mashine Translation Laboratory,
Russia, 191183, Saint Petersburg,Moika 48,

Topical paper
AREA: Computational Linguistics, Automatic Translation

Summary:

In the paper there are discussed quantitative, linguistic and
computer problems of designing databases for natural
language processing systems on the example of databases for
machine translation, which are realized in SILOD system.

Databases which are designed for various intellectual
systems differ about their structure, composition, type of
components, set of information and relation systems between
the elements.

But in spite of their differences all possible databases of
expert systems have common features and common
problems which are to be solved when designing a database.
These problems are concerncd with linguistic nature of
elements with the help of which any database item can be
described. As natural language words arc the only feasible
facilities to define concepis or items of any human activity,
language processors and special linguistic databases are
integral parts of any serious expert system.

Thus when creating a database the designer (linguist,
programmer or  knowledge engineer) faces linguistic
bottlenecks which are common for all natural language
processing (NLP) systems. As the main field of our NLP
investigations is Machine Translation (MT) which in some
cases can be considered as a part of expert system, we'll
discuss linguistic problems in question on the example of
linguistic databases for MT. Such databases can be realized
as a system of automatic dictionaries (AD) or as one integral
AD,

It is to be emphasized, that the main difference between
AD for MT and databases for expert systems of various
complexity is the mode of information representation. It
means that in AD ali kinds of information are oricnted on
computer processing and thercfore are to be represented as
special codes. The details of such coding depend on the
peculiaritics and degree of development of a specific NLP
sysilem.

In case of cxpert system databases the mode of
information representation must be oriented beth on
computer processing and knowledge defenition for a user.

1. Automatic Dictionary liems in Linguistic Databases

Dependency of the database structure on the knowledge
domain and main task of a NLP system and as a
consequence, the necessity of AD adjusting to the domain
peculiaritics is now mutually recognized. The same refers to
the volume of a NLP-system database. It is now absolutcly
clear that creation of a practically usable expert system

requires to design a huge database, items of which can
represent the main concepts and conventional terminology of
the domain in question. Not less than 95% of the source text
items are to be distinguished and described with the help of a
database if the expert or NLP system is oriented for a
practical use.

Naturally, particular volume of a database depends on the
typology of the source language and the chosen procedure of
morphological analysis, the aim of which is speedy and
accurate identification of the source text wordforms with the
help of AD.

The choice of a particular form of AD is dependent on
two main parameters;

- time-consuming parameter, which shows the time
necessary for a text wordform identification;

- stability of morphological procedures which are to
ensure word-forms identification and prevent improper
identification.

Thus, we can see that the first task of AD in any NLP or
expert system is text word-form identification, procedures of
which depend on the chosen type of machine morphology
and as a consequence on the type of AD items. The choice of
AD item is determined both by word- and formbuilding
principles different in specific languages as well as by the
representation features of semantic items of a text.

Besides, the choice of a basic dictionary item is
determined by the tasks of NLP system. Our experience in
Designing. AD for typologically-different languages has
shown that for analytical languages AD created as a sct of
separate word-forms is the most expedient mode, as it allows
to increase the speed of the system while the growth of the
dictionary volume is negligible. For synthetical languages
adoption of special computer methods of morphological
analysis is equally expedient. In this case machine stems are
considered as the heads od dictionary ilems (DI) and AD is
to be provided with machine morphology.

The concept of the machine affix separation had allowed
to elaborate principles of machine morphology creation,
universal for many flective and agglunative languages (for
example, now these principles are justified for all Roman
languages, Russian and Greek languages and for some part
of Finnish language morphology). Machine morphology is
formed as a set of paradigms - machine affix chains. Each
typical paradigm correlates with the grammatical
characteristics of the stems and the word formation mode.
The link between a machine stem and a paradigm is realized
with the help of a special code, which characterizes all
possible word-forms which can be gencrated from the stem
in question .

The result of morphological analysis, which is received
with the help of AD and special lexical and morphologicai
analysis algorithms, is a source for NLP algorithms.
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Irrespective of the use of machine morphology any AD
includes both word-forms and stems, because always there
are some cases which make usage of word-forms
advantageous (for example. it is expedient to include all
forms of modal and auxiliary verbs in AD of any language).

Requirement to include into AD both separate lexical
units as word-forms and slems and combinations of such
clements (machine phrases) is recognized now by all
database designers. But the boitleneck of such automatic
machine phrases dictionaries (AMPD) lies in the necessity to
establish for any database the following: .

- typology of machine phrases;

- method of their recognition in course of text analysis:

- method of AMPD storing.

The problem of AMPD is connected with the fact that
new and important nolions. in all contemporary languages,
are often expressed by mcans of phrases. Therefore when
creating a linguistic database il is cssential to elaborate a
frequency dictionary (FD) of phrases for every application
domain alongside with the traditional FD of words. Such
domain-oriented FD of phrases can be used to compile huge
AD of phrases and words and to solve the problems which
were listed above.

From typological point of view it is possible to determine
the following kinds of machine phrases (MP):

- icon MP, i.e. unchangeable linear combinations of
wordforms. functional. semantic and syntactic characieristics
of which do not dcpend on the context (in all languages we
can find composite prepositions, conjunctions, adjuncts ec.
as such MP); .

- icon changeable MP. which are represented by lincarly
continuous scquences of words, functional characteristics of
which depend on the syntactic function of a MP in the
sentence. As an examplc of such MP we can present
terminology (scc terms. ‘high-level rack storage’ (Eng.) -
‘etagere multiictages' (Fr.) - 'MHOroApycHBIH crennak’ (
Rus.) in which the structure of the terms do not coincide
when the meaning 1s the samc).

- convenuional iconical MP, which are represented by
unchangcable scquences of words. sunctional and semantic
characteristics of which depend on the context, in particular
on presence of a punctional mark, which can isolate a
parcnthetic clause: for example, 'as a whole,' (Eng.), the
same for 'B wesom,' (Rus.), but il is possible to use this
construction in other structures: 'as a whole serics' and 'kax
uenniii pagn'

- discontinuous MP. which are represented as sequences
of words. which arc intcgral unitics from semantic and
functional points of view but can be separated with other
words or phrascs. In the languages with free order of words
the components of sich MP can take up any text position in
relations to the kernel word. As an cxample of such MP
there can be used verbal phrascs. As to the morphology the
discontinuous MP can be both changeable and
unchangeable

Naturally, in the course of lexical-and-morphologocal
text analysis only proper icon MP and icon changeable MP
can be identificd. the two last types of MP are 1o be
specially analyzcd and identificd on different parsing levels.

2. Dictionary Itcm Structure

Thus, any linguistic database. which can be a part of MT
system or a special cntry to knowledge or terminology
databasc of any expert system. at least includes source word
24

dictionarics, which are organized both as dictionaries of
word usages and dictionaries of stems, source phrase
dictionaries and machine morphology for different
languages.

AD of any NLP system is its nucleus, because the lingu-
and software can be rcalized just on the basis of the
information which is stored in the AD. So a special
consideration must be given to the volume of information
which is to be ascribed to any AD element and to the mode
of its storing in the AD and extracting from it.

Experience of practical MT system designing had shown
that it is impossible to claborate a complete structure of DI
for a NLP system ad hoc. at once and for all theoretially
probable situations. Even if the procedure of creating a
word portrait is attractive for a linguist, in reality we must
include in the DI only the information which is justified by
rcalized algorithms.

Naturally, such approach must be added with creation of
special procedures and conditions that allow to complement
any DI with new information which is acquired as necessary.
In our SILOD system, which is designed as a NLP system
which has functions of MT, language identification, text
compression etc. any AD that characterizes a specific
language has a universal structure of dictionary items and
special machine morphology. All the source language ADs
have the same function and a united scheme organizations.

This scheme allows to unify such procedures of the
source language text processing as a selection of minimum
text units, the morphological analysis, the identification of
the text with AD items, the organization of the dictionary
information file.

Any lexical unit (LU) in AD acquires a description on
the morphological, syntactic, semantic and functional levels
as an appropriate characteristic set. The basic version of the
system includes DI, which are defined as a sect of the
following characteristics:

- head LU as it is: a stem, a word-form or a MP:

- lexical and syntactic code (LSC), which depends on the
typological features of the source language, ils grammar and
parsing or semantic analysis algorithms which are realized
int the system in question;

- tramslation, which can ybe slored as a system of
references to the corresponding target language items (stems
and lexical and grammatical characteristics).

3. Linguistic Databases Sofiware and Maintcnance

When designing linguistic databases for practical NLP
systems it is expedient to differ two Lypes of bases:

- linguistic database (LDB), which include ADs in a
convenient form and facilities of its updating and
modification, which are oricnted on the problems solved by
the system designers (linguists, knowlcdge engineers etc.)
and

- special dictionary files, which are results of special
program-simulated conversion of the linguistic database into
a format intended for the system soflware. As a result of
such approach the format of the dictionary files can be
changed as the system is developed. but the linguistic
databasc (when the scrvice utilities are advanced) can
progress independently without obligatory rearrangements.

When designing a LDB for linguistic work we must
take account of a linguists or a knowledge engineer tasks and
lo pay special attention to convenience of their work and
casincss of LDB updating. Requircinents to the production

ste and processing speed are not critical, the last must only
prrespond to the rate of operator work on a computer. But
je convenience of the operator work is more than
fhportant. : ._

when the DB is included in the NLP system the
gquirements to the production rate and processing speed
acrease critically. A major part of time such DB spends on
ata look-up and reading. Addition of lexical information or
orrection of dictionary items of LBD either is not performed
r may be performed only if necessary as a special session.

Under these conditions it is not expedient to use as such
ptabase the LBD which has special functions of information
ccumulation and modification and is to be convenient for a
inguist and not the NLP system.

TeopeTuyeckne IPUHLUIDL
[IPOEKTUPOBAHUSA JIMHIBUCTUYECKON Gasznl
HaHHBIX
s o0paboTKy ecTeCTBEHHOro A3LIKa

Bensnesa JLH.

Pesiome:

O6cy>XAalOTCA KBAaHTUTATHUBHbIE, JMHIBUCTHYCCKMUE U
KOMINBIOTepHEIe MpobJeMbl MnpoeKTHpoBaHuA 6a3
IaHHBIX AJA cucTeM o6pabGoTKM ecTecTeHHOro A3bIKA
Ha npuMmepe 6a3 JaHHBIX AJA MallMHHOrO IepeBoZa,
peanuaoBaHHBIX B cucreMe CMJION.
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SUMMARY

This paper proposes a quantitative operationalisation of the concept of orthographic depth, which plays a crucial role
in the modelling of learning to read aloud in different languages. We propose to express the orthographic depth of a
language by measuring (i) its complexity of letter-phoneme alignment, and (i) its complexity of grapheme-phoneme cor-
respondences. We presented (i) and (ii) as tasks to three data-oriented learning algorithms applied to English, French and
Dutch data. Performance accuracy metrics are used to propose for each corpus a two-dimensional orthographic depth value.

Topical paper
Topic: automatic estimation of orthographic depth from text-to-speech corpora

INTRODUCTION

Within psycholinguistics, a growing interest is taken in comparing experimental data obtained with reading tasks across -

languages (e.g. see Katz & Frost, 1992). With respect to converting spelling to phonology, substantial differences exist
between logographic, syllabic and alphabetic writing systems. Within the group of alphabetic writing systems, variations in
language-specific influences on reading aloud have been characterized in terms of orthographic depth (Liberman, Liberman,
Mattingly & Schankweiler, 1980; De Gelder, in press). The depth of an orthography can be understood as the degree
to which it adheres to the alphabetic principle, i.e., the notion that spelling symbols have a one-to-one relation with
phonemes. Orthographies in which there are more complex relations between letters and phonemes are described as deeper
than more systematic spelling systems. More in detail, orthographic depth is often regarded as having two distinguishable
aspects. The most important aspect relates to the complexity of the relations between the elements at the graphemic
level (where grapheme relates to those letters or letter groups that map to single phonemes), and those at the phonemic
level (phonemes). The second part relates to the diversity at the graphemic level, which is governed by language-specific
graphemic, syllabic and morphological constraints (Klima, 1972; Liberman et al., 1980). Crosslinguistic experiments,
based on lexical decision and naming latency measurements, suggest that the nature of psychological processes used to
convert print into speech varies as a function of orthographic depth. More specifically, several authors have claimed that
in shallow orthographies (e.g., Serbo-Croatian or Spanish), an analytic rule-based route (operating on grapheme-phoneme
correspondences, GPCs) is used more than a lexical retrieval process (see e.g. Frost, Katz & Bentin, 1987). '
The notion of orthographic depth has so far been dealt with informally (e.g., Coltheart, 1978; Katz & Frost, 1992);
clearly, multi-lingual research could profit from a more precise operationalisation. Carello et al. (1992) tentatively claim
that comparing rule-based GPC systems between languages may reveal differences in orthographic depth: Serbo-Croatian
is likely to have a much smaller GPC set than, for example, English. An example of an actual construction of such a
set is given by Coltheart ct al. (1992), who present a model in which a GPC-set for English is learned from examples
by a learning algorithm. As far as they do not require a priori language-specific constraints or heuristics, automatic,
data-oricuted learning scems to provide an appropriate means to extract statistical facts from language data relating to
orthographic depth, without incorporating any linguistic bias. The application of data-orienter! techniques for learning

tasks like grapheme-to-phoneme conversion is language-independent, and can be applied to any language for which a
corpus exists (Daclemans & Van den Bosch, 1993).
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In this paper, we present three data-oriented learning algorithms which automatically learn to map graphemic stringg
to phonemic strings. We want to investigate whether application of these three algorithms to three alphabetic writing
gystems, viz. English, French and Dutch, reveal differences in orthographic depth between these three languages. -

CORPUS SELECTION

We extracted our training and testing data from three computer-readable corpora of English, French and Dutch which
consist of large lists of word spelling-pronunciation pairs. In the case of English, we used the NETtalk corpus of American
English, first used by Sejnowski & Rosenberg (1987); the French data were extracted from the Brulez corpus (Content,
Mousty & Radeau, 1990); the Dutch data were extracted from a large lexical data base made available for research
purposes. A major concern of experimental validity was to obtain similarity between these corpora. This was done by
restricting the size of the three corpora to about 20,000 words per corpus. -

Since we are interested in, among other model features, the generalization capabilities of the three models, we split the
three language data sets into training and test sets, in order for the models to be constructed or trained on the training
gets, and tested for generalization performance on the test set. Each corpus was partitioned into a 1 /13 test set (7.7% of
the data set) and a 12/13 training set.

The training sets thus obtained consist of large lists of word-pronunciation pairs, for example, for English, the pair shoe
- /Ju/). For a system to be able to convert the 4-letter string shoe to the two-phoneme pronunciation /[u/, the system
has to know that (i) the string shoe contains two graphemes, sh and oe, and that (ii) sh maps to /J/, and oe maps to /u/
in this particular context. The knowledge needed for (i) is part of knowing which letter clusters can occur in a language;
(ii) implies knowing what the possible correspondences between graphemes and phonemes within a language are. These
two subproblems of converting spelling to pronunciation correspond to what is believed to be two seperate components of
orthographic depth, i.e., (i) relates to complexity at the graphemic level, and (ii) relates to the complexity of the relation
between the graphemic and the phonemic level. Furthermore, (ii) subsumes having solved (i).

Our experiments focused on analysing the complexity of (i) and (ii) separately. In the case of task (i), we presented a
learning algorithm with the spelling-pronunciation pairs of the three training corpora. In the case of task (ii), we simulated
the situation where (i) had already taken place, and trained two different learning algorithms on converting graphermic
words to their phonemic transcription. In the case of English, these graphemic analyses were already available: in the
NETtalk corpus, the phonemic strings are supplied with phonemic nulls, which are inserted at points where in the spelling
string a graphemic letter cluster occurs. For example, the phonemic transcription of shoe, /Ju/, is aligned as /J-u-/. The
same kind of alignment was performed for the Dutch and French corpora using pattern-matching algorithms and hand-
correction. Surely, these algorithms and corrections introduce linguistic knowledge in a supposedly language-independent
framework. A fully language- and linguistic knowledge- independent system would perform (i) and (ii) in sequence, using
the graphemic analysis in (i) as input to system (ii). In fact, Daelemans & van den Bosch (submitted) demonstrate
a data-oriented, language-independent system which integrates two high-performance data-oriented learning algorithms
performing (i) and (i) in sequence. In this paper, we focus on a seperate analysis of the two sub-problems.

THREE LEARNING ALGORITHMS

Grapheme-Phoneme Correspondences Extraction

An analysis of a spelling word into graphemes (i.e., ietters or letter clusters mapping to a phoneme) primarily implies
knowing which are the possible and typical graphemes in a language. The Grapheme-Phoneme Correspondences Extraction
(GPCE) model described here is trained to capture this knowledge by an automatic, data-oriented learning algorithm.
Rather than being trained explicitly on parsing a spelling string into graphemes, the GPCE model is aimed at constructing
a memory base of hypothesised grapheme-phoneme mappings, so that after training the GPCE model is able to express
probabilistic scores of a given graphemic analysis of a spelling word. The GPCE algorithm, in its most basic form, takes
a training corpus of word-pronunciation pairs, and constructs on the basis of that corpus a mémory base, containing all
occurring grapheme-phoneme correspondences within that corpus. The GPC base construction algorithm has no knowledge
of typical or regular grapheme-phoneme mappings: therefore, the graphemic analyses the algorithm comes up with may
be linguistically impossible. To obtain this memory base of mappings, or rather Grapheme-Phoneme Correspondence
ezemplars, the following steps are taken for all word-pronunciation pairs in the training corpus:
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(a) For each word-pronunciation pair, generate all possible parsings of the word in as much segments as there are
phonemes (i.e., generate all possible letter clusters that can map to one phoneme). For example, the French word chat
(cat), with pronunciation /_f'o./ , results in three parsings: cha t, ch at, and ¢ hat. (b) For each of the generated parsings,
map each segment in that parsing to the corresponding phoneme. In the example of chat, this results in 6 GPC exemplars,
two of which are correct (*): cha-/[/, ch-/f] (*), ¢/S/, t-/a/, at-fa/ (*), and hat-/a/. (c) For each derived GPC
exemplar, store it in the GPC base. If it is already stored, increase the occurrence field of the GPC exemplar, and update
the occurrence of the phonemic mapping (or create a new phonemic mapping field if the phonemic mapping was not
encountered earlier). If it is not present in the GPC base, create a new exemplar, and initialise its occurrence field.

After training, a memory base is available which consists of a very large number of hypothesized GPC exemplars.
The occurrence field of each of these GPC exemplars simply expresses the absolute number of occurrences of the GPC
exemplar in the training corpus. The magnitude of this number is relative to two factors: (i) the size of the grapheme
(single letter graphemes are encountered more frequently than multi-letter graphemes), and (ii) the probability of the

_ grapheme. The algorithm described thus far has no direct relation with the problem of graphemic analysis, of which we

want to investigate the complexity for the English, French and Dutch corpora. However, the memory base contains fuzzy
information regarding the typicality of graphemes. This knowledge can be used to estimate for new, unseen test words
their most probable graphemic analyses. To obtain these estimates, the following algorithm is implemented: for each
unseen test word, (a) generate all possible graphemic analyses. On the one end, an analysis is generated which takes
each letterias a seperate grapheme; the other extreme is an analysis containing only graphemes of maximal length (e.g., 4
letters in Epglish, as in ough); (b) for each graphemic analysis, search the GPC exemplar base for all matching GPC exem-
plars. Each analysis is given a score which is the sum of the occurrences of all matching GPC exemplars; (c) the analysis
which is assigned the highest score, is taken as output. Given the analysis already present in the prepared corpus, it can
be determiney for each test word if the graphemic analysis is correct. This model feature is examined in the Results section.

Trie Compression

A detailed description of the Trie Compression algorithm can be found in Van den Bosch & Daelemans (1993). The Trie,

Compression algorithm automatically stores grapheme-phoneme knowledge into a tree-like memory structure (the Trie) in
such a way that grapheme-phoneme correspondences are stored with the exact amount of contextual knowledge that makes
the mappings unambiguous. A correspondence is stored in the Trie in the form of a path through the Trie, leading past all
occurring context letters, and ending in a Trie node denoting the unambiguous phonemic mapping. ‘Irregular’ mappings,

i.e., graphemes that need large contexts in order to disambiguate between possible phonemic mappings, are stored further.

(‘deeper down’) in the Trie, where ‘depth’ of storage of a grapheme-phoneme mapping is directly related to the amount
of context graphemes needed to disambiguate between similar graphemic string mapping to different phonemes. The
knowledge present in a training corpus is stored in the Trie in such a way that no grapheme-phoneme correspondence
information is lost. At the same time, the amount of memory needed to store this information is minimized. This lossless
compression ensures that for any phonemic mapping in the training corpus, there is a path in the Trie leading to an end
node containing unambiguous phonemic information. However, this may not be the case for a test word which might
contain substrings not encountered in the training corpus. When Trie Search is performed with such a string, the retrieval
algorithm will not be able to retrieve unambiguous phonemic information. The system attempts to solve this problem by
storing at every node information about the most probable phonemic mapping. When search fails, this extra information
enables the model to always come up with a ‘best guess’, a property of the model which is essential for optimizing
generalisation performance.

" For each of the three language corpora, the amount of compression compared to the original training data as well as
the performance accuracy scores on test material will be examined more closely in the Results section.

Similarity-Based Reasoning

The Similarity-Based Reasoning (SBR) model attempts, just as the Trie Compression model, to store grapheme-to-
phoneme mapping knowledge in such a way that it can be successfully used to retrieve the phonemic transcription of new,
previously unencountered test words.

During training of the SBR model, a memory base is constructed consisting of ezemplars, which in the case of grapheme-
to-phoneme mappings consist of patterns of strings of graphemes (one focus grapheme surrounded by context graphemes),
and the associated phonemes and their distribution in the training corpus (as there may be more phonemic mappings to a
graphemic string). To construct the memory base, each word in the training corpus is converted in a number of patterns.
Each pattern consists of a focus grapheme surrounded by a fixed number of left and right context graphemes, together
with the associated phoneme. For our models, we kept the number of left and right context characters at 5. Patterns are
stored as exemplars in the memory base; whenever a duplicate graphemic patiern is found, the occurrence count of the
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phonemic mapping of the stored exemplar is increased, or a new phonemic mapping field is added to the exemplar if that
phonemic mapping was not encountered earlier. To retrieve the phonemic transcription of a test word, it is converted into
patterns. Each of these patterns is matched against all memory exemplars. If the test pattern matches an exemplar, the
category with the highest frequency associated with it the exemplar is retrieved. If it is not in memory, all memory items
are sorted according to the similarity of their pattern to the test pattern. The (most frequent) phonemic mapping of the
highest ranking exemplar is then predicted as the category of the test pattern. '

A more detailed description of the SBR algorithm can be found in Daelemans & Van den Bosch (1992).

RESULTS

Grapheme-Phoneme Correspondences Extraction

The GPC memory base construction algorithm was applied to training sets of French, English and Dutch which are
a subset of the original training set. Each training set contained 5000 words. This smaller set was chosen, since pilot
experiments indicated a convergence of performance at data set sizes above approximately 1000 words. After construction,
the full original training set was processed through the GPC test algorithm. From the resulting best guessed graphemic
analyses and phonemic mappings, performance scores were computed expressing the percentage of incorrect graphemic
analyses of words. Table 1 lists these figures for the three languages.

% incorrectly
corpus | aligned words

English 75.5
French 87.1
Dutch 78.7

Table 1. Number of incorrectly aligned test words obtained with the three GPCE models after memory base construction,
trained on 5000-word partitions of the original training sets and tested on the full test sets.

It is obvious that the performance scores listed in Table 1 are not high. This is due to the overall fuzziness of the
GPCE model, being mainly concerned with storing regularity by only being sensitive to frequency. More importantly, the
differences between the three corpora are apparent. In the case of the English corpus, alignment is relatively less complex
than in the cases of the Dutch and the French corpus. In terms of correctly aligned words, the French model clearly
renders the least accurate results.

Trie Search
¥

The application of Trie Compression to the three training corpora resulted in three models of very different size. Since
Trie Compression is based on removing redundancy from a corpus, higher compression indicates that the corpus contains
more redundancy (i.e., more regularities). In terms of compression of memory usage, the French model was compressed
by a factor of 90.8%, the Dutch model by 87.4%, and the English model by 70.9%. The English data appears to contain
less redundancy, and can be regarded as more irregular than the French and Dutch data. The performance on the test
data provides more clues concerning differences between English on the one hand and French and Dutch on the other.
Table 2 lists the generalisation performance of the three models on the test data.

% incorrect | % incorrect
language words mappings
English 45.7 9.0
French 10.9 1.7
Dutch 18.6 2.4

Table 2. Generalisation performance (on test data) of the three models. Scores listed on incorrectly produced words
and incorrectly transliterated letters.

Best performance scores are obtained with the French model. In terms of correctly transliterated words, the Dutch
model scores significantly lower, but in terms of correctly converted phonemes (the most unbiased measure), the scores are
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roughly similar. The English model scores noteably worse than the French and Dutch model on both words and phonemes.
Similarity-Based Reasoning

As described earlier, the SBR memory base was constructed for each corpus by converting all word-pronunciation pairs
into fixed-length window patterns, which were then stored as exemplars in the memory base. Since there were not many
duplicate 5-1-5 patterns in any of the three corpora, large memory bases resulted. For example, in the case of English,
out of the 135,406 5-1-5 patterns 120,062 exemplars were stored (11.3% compression). For Dutch, compression was 12.0%
(156,449 exemplars stored), and for French 17.8% (129,054 exemplars stored), indicating the fact that the French corpus
contains more partly similar words than the other two corpora.

Table 3 displays the generalisation accuracy on test words and phonemes for the three models. The results show
high scores for Dutch and French, and a significantly lower score for English, especially when expressed in the percentage
of correctly transliterated words. The performance results are highly similar to those obtained with the Trie Search models.

% incorrect | % incorrect
language words mappings
English 45.9 9.0
French 11.0 1.7
Dutch 17.5 2.2

Table 3. Generalisation accuracy on test words and mappings by the three Similarity-Based Reasoning models.

CONCLUSIONS

The application of three data-oriented machine learning techniques on three grapheme-to-phoneme corpora has revealed
differences between the orthographic complexity within these corpora. In line with the propositions of Klima (1972) and
Liberman et al. (1980) we propose that the problems of graphemic alignment and grapheme-to-phoneme conversion are the
basic components of converting spelling words to their phonemic transcription. Although they are not totally independent
problems, they can be regarded as the two most distinct components-or dimensions in the space describing the complexity
of an orthography. ! .

We argued earlier that the first dimension of orthographic depth, i.e., the complexity of graphemic analysis (i.e., the
problem of aligning letter strings to phonemic svrings), is embedded in the memory base of the GPCE model, and is
expressed in the error output of the model when applied to unseen test words. Tables 1, 2 and 3 display the differences
obtained between the GPCE models of the three language corpora. We propose to take the measure indicating the number
of incorrectly aligned words to express the complexity of dimension (i) of orthographic depth. It should be stressed that
the absolute magnitude of the measures is not important here: the key importauce lies in the relative differences between
the three languages.

The complexity of converting strings of graphemes to strings of phonemes is, amongst other measures like Trie Com-
pression factors, Trie sizes.and SBR memory base compression factors, most prominently expressed in the generalisation
accuracy on the production of phonemes in test words. Furthermore, Trie Compression and SBR. performances are highly
similar (see Tables 2 and 3). We propose to take this performance measuse as a measure of complexity of going from the
level of graphemes to the level of phonemes, i.e., dimension (ii) of orthographic depth: the higher this number is, the more
complex the problem is within a certain corpus. Again, only the relative differences between the three languages matter
here.

The two dimensions and the three points marking the three corpora are displayed graphically in Figure 1, constituting
a ‘map’ in which the relative distance of the three corpora within the two-dimensional orthographic depth space is clearly
expressed.

Our data-oriented, generic, two-dimensional classification of the complexity of grapheme-to-phoneme conversion can
be used as a platform for determining an unbiased grounding of orthographic depth for any corpus in any language. The
only restriction the corpus must adhere to is the approximate number of words. In our opinion, our presupposition of &
number of approximately 20,000 words is sufficiently large. '

Z %9
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s French
x Frenc
g. 85-
(0]
80)
x Dutch
x English
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Figure 1. Graphical display of the two-dimensional orthographic depth space, with ‘z’s marking the three corpora.
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Summary: Multivariate analysis has been applied to examine the conditioning of
linguistic and extralinguistic environments on v/u alternation in one of the Eastern Slavic
languages, Ukrainian. A computerized program makes it possible to account for various
effects simultaneously. The obtained result indicates that this variation is mostly constrained
by the underlying position of the variable in a syllable structure as well as the phonological
segment following it.

Topical paper in sociolinguistics

V/u alternation in Ukrainian exemplified in (1) has traditionally been explained as a
result of the tendency dominating in a certain dialect, idiosyncratic pronunciation and the
nature of the adjacent sounds (Zilyns'kyj 1979, Cerkevich & Pavlovsky 1982). Ukrainian
orthography dictates V-variation only for prepositions and prefixes (Ditel' 1990,
Humensky 1980), though it was also noted that [v] could be articulated as [u] within or at
the end of the word (Zilyns'kyj 1979). The purpose of this study is to investigate the
variable patterns of this alternation and to establish the constraints conditioning it. We will
also offer an explanation for the nature of this phenomena, which for some reason surfaces
only in this Eastern Slavic language. ‘

(1)a. Na¥  ulytel' vs. naSa vEytel'ka
our(masc) teacher(masc)  our{fem) teacher(fem)

b. Utora vs. vora
yesterday

c. Unas vs. vnas
al ours

The theoretical background for this research has been adopted from the framework
of Variation theory (Labov 1966, 1972, Poplack 1980, 1988, Sankoff 1988)..This
involves the scientific investigation of language use manifested in its natural context, and
the statistical quantitative analysis of variation in linguistic forms illuminated by features of
their linguistic and extra-linguistic environments (Sankoff 1988).

Variation in the use of linguistic variants can be influenced by certain features of
their phonological, syntactic, semantic or discourse contexts as well as sociodemographic
characteristics of spcakers. Therefore, we assume that both sociolinguistic and linguistic-
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factors condition v/u alternation in Ukrainian, Since this alternation is mandatory by
prescriptive grammar rules only for prepositions and prefixes (Ditel' 1990), we shall
ascertain whether educated people show different rates and/or patterns of variability than
those with less formal education. Speech style may also play a role. Among purely
linguistic factors we consider phonological, syntactic and lexical environments. Our
hypothesis is that either [u] is a morphophonemic variant of [v] or [v] is a
morphophonemic variant of [u] irrelevant of its morphological status (i.e. preposition,
prefix, etc.), since their morphosyntactic roles are identical and depend only on the
phonological environment according to the prescriptive grammar.

The data for this research was extracted from sociolinguistic interviews with four
Ukrainian Canadians, which were held in Ukrainian and are approximately 8 hours long.
All informants were randomly selected using the social network techniques (Labov..1966).
Two elderly speakers' represent the first generation, i.e. they were brought up in Western
Ukraine and left the country in their early twenties. The two younger informants were born
in Canada and represent the second generation. Both men have a post-secondary education
(i.e. holders of University degrees), whereas only one woman has been studying at the
University.

All tokens containing the circumscribed variable were extracted from the corpus.
Tokens of [v] in the onset immediately followed by a vowel were excluded from the data,
since no variation occurred in this context (37/37). There was almost no variation
(117/120) observed in the data of the second genération, which did not aliow us to include
it into our analysis. Therefore, the remaining corpus consists of 332 tokens of the variable
under study.

All tokens were analyzed by GOLDVARB 2.0, a variable rule (VR) application for
the Macintosh (Rand & Sankoff 1990). Variable rule analysis is a statistical procedure
which extracts regularities and tendencies from data presumed to have a random
component. Maximum likelihood estimation based on logistic regression carries out the
quantitative computation of choices "repeated many times in a variety of contexts, each
context being defined as a specific configuration of conditioning factors (Sankoff 1988).

Each lexical itemn containing a potential context for v/u alternation was coded
according to each of seven extra-linguistic and ten linguistic factor groups. The exira-
linguistic factors include speaker's age, sex, socio-economic class, education, native
language, linguistic market membership (Sankoff and Laberge 1978) and speech style.
Purely linguistic factors include: preceding and following phonological segments,
preceding and following stress, underlying position in the syllable, morphological status
of the variable, preceding and following grammatical category, following Case and the part
of speech containing the variable.
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Table 1. Contribution of factors selected as significant by the VR
program to the probability that [v] will be realized as [u]

Corrected mean: .401

llowi ical segmen rlyin ition in th lable
Consonant { V] 0.735

Affricate 0.703 Rhyme 0.563

Sonorant 0.584

Stop 0.553 Onset 0.406

Glide 0.404

Sibilant 0.357

Vowel 0.289

Pause 0.280

Factors not selected: preceding phonological segment, preceding and following

stress, morphological status of the variable,
preceding and following grammatical category,
following Case, part of speech.

The stepwise multiple regression procedure incorporated in the VR program retains
only those factors that contribute a statistically significant effect to the probability that the
variable "rule" in question will be applied; in this case that [v] will be realized as [u].
Table 1 shows only two linguistic factor groups to be significant for the probability of {u}
realization: 1) the following phonological segment and 2) underlying position in the
syllable. None of the extra-linguistic factors significantly conditions the variation.

The factor group of following phonological segment was designed to roughly
reflect the sonority hierarchy, which ranks the sounds according to the degree of openness
of the vocal apparatus (sece Goldsmith 1989 for discussion). It is well established that the
sonority hierarchy plays an important role in syllabification, i.e. the more sonorous the
sound, the nearer to the peak of the syllable it appears, and vice versa, the less sonorous -
the further. Therefore, it is interesting to notice that the sonority hierarchy is largely
observed in our results. This means that when the variable is followed by a consonant the
probability of [u] occurring is higher than when it precedes a vowel. In the first case
syllabification will take place, whereas in the second one it will not. The finding that the
only other significant factor group is underlying position of the variable in the syliable
supports our assumption. Hence, the obtained results leads us to conclude that v/u
alternation is conditioned by the process of syllabification.

Using the same computational programi it was possible to cross tabulate the
interaction of different factor groups in order to justify the obtained results. In our case it is
necessary to explain the possible violation of sonority hierarchy by sibilants which occur
between glides and vowels, and stops which appear slightly higher than sonorants (.553
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and .584 correspondingly). It is evident from Table 2 that in 86% of the (70) cases where
the variable was followed by a sibilant, it was also preceded by a vowel. This suggests that
the variable was syllabified as a coda since that position was available, whereas the onset
was originally occupied by a sibilant, and hence there was no need for alternation.

The distribution of the data also explains the sonority violation by stops. In 83% of
(95) cases where the variable occurred in front of a stop, it was also preceded by a vowel.
This implies that the variable has a higher probability of being, explaining why the [v]
variant is favored (63%) here.

Table 2. The interaction of the preceding and following

phonological environments in v-variation.
Following Preceding segment
segment

Vowel  Sonor, Stop (Vi Pause Sibil.  Total
N % N % N % N % N % N % N %

Sibilant V 45 75 3 100 2 67 0 - 1 100 3 100 54 77
U 1525 0 0 1 33 0 - 0 0 0 0 16 23

60 3 3 0 1 3 70
(86%) (4%) (4%) 0 (1%) (4%) (100%)

Stop vV 5063 0 0 0 0 457 0 O 375 57 60
U 29 37 2 100 2 100 3 43 1 1060 1 25 38 40

79 2 2 7 1 4 95
(83%) (2%) (2%) (7%) (1%) (4%) (100%)

The other significant factor constraining [u] realization is the underlying position of
the variable in the syllable. The probability of [u] occurring in the thyme is higher (.563)
than in the onset (.406) (see Table 1), while the opposite is the case for [v]. Note that
according to the prescriptive grammar v/u alternation takes place only at the beginning of
the word or in prepositions, whereas the obtained results show that in reality the probability
for the alternation to take place is higher when [v] is at the end of the syllable or word.
This can be explained by the theory of syllable weight (Zec 1988).

Since Ukrainian is in the transitional area between Polish and Russian, it shares
with the West the potential for a two-position syllable rhyme, whereas like Eastern Slavic
dialects, it is restricted to only one mora. Therefore, [ V] in the rhyme may be associated
with the redundant moraic tier and become [-cons] since diachronically it reflexes Common
Slavic mora-carrying liquid (Bethin 1993}, but it does not contribute to the syllable weight
and therefore, on the surface it is realized [+cons] (see Budzhak 1993 for more detail).

Thus, we can conclude that v/u alternation in Ukrainian is mainly constrained by
the phonological environment and the structure of the syliable, The nature of the following
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phonological segment as well as the relation of the variable to syllabification processes
influence this variation considerably. If [v] is followed by the consonant [V] itself or an
affricate the probability for its vocal counterpart to occur is the highest, whereas before
vowels and pauses it is the lowest. This result mitigates against some established
orthographic rules on v/u alternation (see Ditel' 1990).

The results obtained in the research help to clarify the traditional explanations of
v/u alternation, and the origins of this phenomenon. It proves that neither of extra-
linguistic factors (f.g. education, age, etc.) conditions the variation. The realization of the
variable primarily depends on the syllabification process, i.e. to which element on the CV-
tier the variant will be associated with (Clements & Keyser 1983). If [v] is independent of
word structure (i.e. it is a preposition), it is syllabified across the word boundary in the
lexical form, whereas if it occurs within a word, it may become [-consonantal] in the
process of resyllabification or being associated with a moraic tier in the case of a rhyme.
Hence, the results of the research support our assumption that there is only one preposition
in Ukrainian with two morphophonemic variants [u] and [v].
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Abstract
Similarity analysis is a substantial issue in both corpus-based researches and language usages.
This paper focuses on the semantic usages of adjectives, and analyzes the similarities among
adjectives. The adjective and the semantic tag of the head noun that it modifies in a noun
phrase form a co-occurrence. A two-stage algorithm is applied to clustering the adjectives
according to these co-occurrence relationships. Experimental results show that we break even
the two issues of large data clustering and meaningful clustering.

Paper Category: Topical Paper.
Topic Area: Corpus Linguistics, Similarity Analysis, Clustering.

1. Introduction

Since the importance of real-world applications is comitted in recent years, corpus-based
researches become the core of the field of computational linguistics. Many models, such as
hidden Markov model, word association model, cache-based model, efc., have been proposed
to deal with practical applications. An important problem in these models is how to calculate
the reliable probabilities of events. Many smoothing methods are reported. Most of these
methods use low degree Markov probabilities to replace the unreliable high degree
probabilities. A thorough resolution to this problem is to cluster the events. Brown ef al. [1]
propose class-based language models to groub words directly on the training table.
Clustering not only reduces the memory needed in corpus-based tasks, but also smoothes the
probabilities of events. In addition, word groups could be further investigated for language
usage and lexicograf)hy. A method to group nouns according to the predicate-argument
structures is described by Hindle [2]. Hatzivassiloglou and McKeown {3] analyze the co~
occurrences of adjectives and nouns, and then cluster the adjectives. All these methods
investigate the relationships among word surface forms. In this paper, we intensify the
semantic usages of words. The idea is to examine the noun phrases in text corpora, and assign

* To whom all the correspondences should be sent.
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semantic tags to head nouns. Then, the co-occurrences of the premodifying adjectives and the
semantic tag of head noun provide the clues for clustering.

2. The Work

The proposed method uses a probabilistic chunker [4] to generate chunked texts, and
determines the possible boundaries of phrase structures. All the noun chunks that contain
adjectives are considered for further analyses. The head nouns of these noun chunks are
assigned semantic tags, and then the relationships of adjectives and the semantic tags are
investigated. The semantic tags of nouns are defined by Roget's Thesaurus. Roget's
Thesaurus defines 1000 tags, and these tags are the leaves of a tree-like structure. Six classes

are given. Various sections are defined under the classes and the 1000 tags are characterized.

Table 1 shows the plan of classification of Roget's Thesaurus.

Table 1. Classification of Roget's Thesaurus

CI.ASS SECTION TAG CLASS SECTION TAG
Existence |-8 In General 180- 191
Relation 9-24 SPACE Dimensions 192 -239
Quantity 25-57 Form 240 - 263
ABSTRACT |Order 58 - 83 Motion 264 - 315
RELATIONS |Number 84 - 105 In General 316 -320
Time 106 - 139 |IMATTER Inorganic 321-356
Change 140 - 152 Organic 357 - 449
Causation 153-179 In General 820 - 8-26
INTELLECT |Formation of Ideas 450-513 Personal 827 - 887
Communication of [deas 516 - 599 |AFFECTIONS |Sympathetic 888 - 921
VOLITION  |Individual 600 - 736 Moral 922 . 975
Intersocial 737 - 819 Re]iﬁious 975 - 1000

The overall analysis procedures are summarized in Figure 1.

R -
TAGGED | =>{ CHUNKER |——=>| CHUNKED
TEXTS it TEXTS

. S— d B
| SEMANTIC | . —— ’

| = NOUN = NOUN
E_TAQ FOOK_l_J_'# PHRASES | TRACTOR

' e -
e TR
ADI-SEMANTIC |~ A CLUSTER |----=+ ADJECTIVE
TAG PAIRS i ) ] GROUPS

Figure 1. Experimental Procedures
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The test texts are LOB Corpus which contains 9123 different adjectives. The component
CHUNKER is trained from LOB Corpus underlying bigram language model, ie. two
probabilities are considered. One is the probability of a chunk; the other is the probability of a
chunk given its previous chunk. The NOUN-TRACTOR, which is a finite state mechanism
containing 9 states, extracts the maximum length noun phrases from chunks sequence. The
chunker has 98% chunk correct rate and 94% sentence correct rate in outside test [4]. The
average precision of NOUN-TRACTOR is 95% [5]. Due to the high 'performance of these
two components, the extracted noun phrases are suitable for clustering the adjectives.

Two similarity modules are considered in Hatzivassiloglou and Mckeown [3], one is the
co-occurrences of adjectives and nouns; the other is those of adjectives and adjectives. Their
postulation is: it is impossible that two adjectives modifying the same nouns belong to the
same cluster. However, it is not true in many real examples. Some of these shown as follows

are quoted from LOB Corpus.

(1) The two rival African nationalist parties of Northern Rhoodesia. (A0l :25)
.. crochet and tatting in fine and medium-weight cottons ... (E01:55)
... an electrical drill, pure and simple ... (E03:104)
They are very simple, cheap and easy to make. (E04:97)

As the result, we do not use the negative evidences for similarity analysis. Currently, only co-

occurrences of adjectives and noun tags are considered.

3. Clustering

Our vocabulary consists of 9123 different adjectives and 1001 possible semantic tags for
nouns (an extra semantic tag is used for unknown words). To cluster the 9123 adjectives is
intractable in many clustering methods. The method proposed by Hatzivassiloglou and
McKéown [3] costs much computing time. This is why only 21 different adjectives are used as
test set in their paper. Here, a two-stage clustering algorithm [6] is employed to cluster the
adjectives. The co-occurrences of adjectives and semantic tags can be regarded as a matrix
(say original matrix, OM) with 9123 rows and 1001 columns. Each entry indexed by (7,/) in
the matrix is the frequency of co-occurrence of the i'th adjective and the j'th semantic tag in

the testing corpus.
According to the entries in OM. a bit matrix BM is generated under the following rule.

(2) For each entry (i,/) in OM, it OM(i,j) > 0, then set BA/(i ) to 1.
Otherwise, set BAM(i j) to 0.

The similarity of two adjectives is measured by the respective row vectors in BAL (3) gives
the similarity measure. RJITk] denotes the k'th element of row vector and & denotes the

exclusive or.
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1001
(3) Sim(RV,,RV,)=1001- RV, [k]1® RV, [k]

k=1
The high similarity measure means the two row vectors are highly similar to each other.
Based on the similarity measure, an optimal row index sequence (ORIS) is generated. The
first element of the ORIS is obtained by choosing the row vector indexed by »; which has the
highest similarity measure with zero vector. Then, the second element is obtained by choosing

the row vector index #; which has the highest similarity measure with RV, . The rest elements

can be obtained in the same way. The above steps form the first stage of the clustering
algorithm. ORIS will guide the clustering procedure in the next stage, and will reduce the
complexity of the overall algorithm.

The second stage finds the clusters according to a predefined threshold value and the
ORIS generated in the first stage. The threshold value determines how many clusters will be
generated. At first, the zero row vectors in OM are clustered into an initial class RCo, say mo
zero vector. Assume k-/ clusters, RC;, RC:, ..., and RCk.;, are formed, and these clusters
consist of mi, mz, ..., and mk1 adjectives, respectively. Let m =mo + m; + mz + ... + my.
Initiate a new cluster RCyx with only one row vector RVorism;. Add RVORiSme2, RVORISms, ..,

into the new cluster RCx until the information loss is larger than the predefined threshold. The
information loss is defined below.

my 1001

4 IL = ZZabs(RVomsmH[j]mRVRck b

i=l j=I

ny

where RVxc, =D RV ous

i=1
The complexity is shown to be O(M?N) for an M X N matrix, so that the complexity of this

and function abs returns an absolute value.

m+i>

clustering algorithm is tractable for large vocabulary application like our work.

4. Experimental Results
The first experiment we conduct is a repetition in [1], i.e., cluster the 21 adjectives listed in

Table 2. Because the adjective antitrust does not occur in the test LOB Corpus, we exclude it
in our experiment.

Table 2. Adjectives Used in Experimeni I

antitrust big economic
financial foreign global
international legal little

major mechanical new

old political potential
real serious severe
Stapgering technical unexpected

—

Table 3 demonstrates the experimental result. In general, the clusters correspond to the
common usages. The adjectives old and new are grouped into the same cluster, not two
different clusters shown in [1]. This is because the negative evidences are not used in our
experiment. From the viewpoint of language usage, new and old are used to modify the same
kind of nouns. As the result, they belong to the same group in our model.

Table 3. Experimental Results of Experiment I *

Cluster Words
1 economic, financial, unexpected. potential. legal
2 mechanical. technical. international, foreign. global.
3 major, serious. severe
4 real, big
5) political, old. new
6 little, stagEerinE

Fconomic and financial are grouped together, but political are included into other cluster.
These words are expected to be in the same cluster. However, due to the limited size of LOB
Corpus (only 1M words), some bad clusters is unavoidable.

The second experiment we consider is to cluster some hyphened adjectives selected from
test corpus. Total 21 adjectives are included in the experiment and segmented into 12 clusters.
These words and the clusters to which they belong are listed in Tabie 4.

Table 4. Some Results of Experiment 11

Cluster Words
1 public-opinion
2 American-Indian, British-Caribbcan
3 best-known. littlc-known. present-day
4 important-looking. politico-cconomic
5 main-linc, right-anglcd
6 whitc-armed. younger
7 whole-hecarted
8 long-ago
9 small-bowled. large-scalc
10 old-agc. new-born
11 good-humourcd
12| preat-power. high-backed

The clusters in Table 4 show many uncommon hyphened adjectives are also grouped into
some meaningful clusters.

The last experiment is to cluster all of the adjectives in the test corpus, i.e., the 9123
adjectives. The resulting clusters are 367. This experiment takes about 24 hours. Because
many low-frequency adjectives involve in, the experimental result is heavily disturbed.  The
mear;ingful clustering is not attained in the global viewpoint. But we still receive some good
clusters. For example, the cluster 256 consists of Nazi-style, socialistic, nationalistic and
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prohibitive. Cluster 342 consists of German-French, French-Canadian, American-Indiar
British-Caribbean and Soviet-American.

5. Concluding Remarks

For reliable estimation of probabilities in corpus-based researches, clustering is indispensable.
From viewpoint of language usages, to cluster words is a good way for comparing words.
Usually, the researches in grouping words focus on the surface forms of words, and try to find
the implicit lexical-semantic relationship. In this paper, we cluster adjectives according to
their semantic usages directly. The associations of the semantic tags of head nouns and their
adjective modifiers are considered. Namely, a link is built between word and semantic tag, not
just word and word. Since clustering is an NP problem, experiments on large volume of data
seem to be intractable. However, practical applications are important and unavoidably this
kind of researches involve very large data. To make the clustering for large data tractable, a
two-stage clustering algorithm is applied. =~ Comparing to 21 adjectives tested in
Hatzivassiloglou and McKeown [3], 9123 adjectives occurring in the LOB Corpus form the
test set. Due to the training size of LOB Corpus, the results shown in our work demonstrate
both good clusters and bad clusters. Very large corpus should be used to prove the
effectiveness. Another problem is how to assign a unique semantic tag to head noun. Future
works should focus on these two issues.
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Abstract
This paper proposes an Approximate n-gram Markov Model for bag generation. Directed
word association pairs with distances are used to approximate (n-1)-gram and n-gram
training tables. This model has parameters of word association model, and merits of both
word association model and Markov Model. The training knowledge for bag generation
can be also applied to lexical selection in machine translation design.
paper category: topical paper; topic area: application of models, finding of NLP.

1. Introduction

Natural language generation (Zock and Sabah, 1988; Dale, Mellish and Zock, 1990) forms
an important component of many natural language applications, e.g., man-machine
interface, automatic translation, text generation, efc. Bag generation (Brown, Cocke, et al.,
1990) is one of natural language. generation methods. Given a sentence, we cut it up into
words, place these words in a bag and try to recover the sentence from the bag. In corpus-
based approach (Church and Mercer, 1993), a language model should be provided to
measure the possible candidates. Markov Model (Kuhn and Mori, 1990) and word
association model (Church and Hanks, 1990) are two famous models in language
modeling. Markov Model has capabilities to keep the linear precedence relations in the
context, so that it is useful to the application of bag generation. However, the parameters
are tremendous in high degree Markov Model. Word association model can capture the
long distance dependency relations in the context under the postulation that the window size
is the length of sentence. Thus, it is useful to the applications such as lexical choice. This
paper will propose an Approximate Markov Model, which has merits of these two models.

2. Approximate Markov Model
Let S = <*, wy, wg, ..., Wm, *> be an arrangement in bag generation. The star symbol
marks the beginning (wo) and the ending (wp41) of the sentence. The probability of S in
trigram Markov Model is measured as follows:

P(S)=P(<*, wi, w2, ..., Wm, *>).
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m-1
=P(*)*P(w,I*)*[ ] P(w,,,lwi1)
- i=0
[T Pwiswis1,wis2)
_ i=0

il m-1
H P(Wj,Wis1)

i=1

This formula utilizes trigram training table (numerator part) and bigram training table
(denominator part) to compute the probability of an arrangement. It can be approximated
by the following formula:

m-1
H Min(P(Wi,Wi+1 ’ 1 )vP(wi+l'wi+2’ 1 ),P(Wi,Wi+2,2))
i=0

m-1 (1)
I Pwiswis1,1)

i=1
where Min denotes a minimal function,

P(w;,wj,j-1) is the probability of a directed word pair (w;,w;) whose distance is

i, e.g., (Wj,wis1,1) denotes w; is followed by wiy. :
B_y the notation of directed word pair with distance, the statement "w;,; follows w;,; and
wi+1 follows w;" (hereafter, <wj,wi+1,Wi+2>) can be represented as (wj,Wi+1,1),
(Wis1,Wis2,1) and (w;,wis2,2). Consider the following figure.' Assume parts (i), (ii) and
(iii) correspond to the probabilities of (wj,Wi+1,1), (Wi+1,Wis+2,1) and (wi;wil+2,2),
respectively. In this way, part (iv) denotes the probability of <w;,w;.1,W;42>. From this
figure, we know P(W;,Wi+1,Wis2) < P(W;,Wis1,1), P(Wi,Wit1,Wis2) S P(Wiy1,Wis2,1) and
P(W;,Wis1,Wis2) € P(Wj,Wi42,2). Thus, the minimum of P(w;,wit+1,1), P(Wji1,Wis2,1)

- and P(w;,W;42,2) can be used to approximate P(w;,Wi+1,Wis2).

£

O

The model formulated by (1) is called Approximate trigram Markov Model. Similarly, the
following n-gram Markov Model:
P(S)=P(<*, wj, Wy, ..., Wn, *>)
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m-n+2
=P(*)*P(w, *)*P(w,*,w )*..*P(w_,lwa3)* [] P(w,, , Iwi+n2)
i=0

m-n+2
H P(wii+“'1)
__i=0
T mnt2
H p(wii+n-2)
i=1
can be approximated by: —
m-n+2
H Min, .y iciensic-1y (Wi Wod-1)
(2)

m-n+2

a1 Min, ;i <icisnsic2)F (Wi W)

Formula (2) denotes Approximate n-gram Markov Model. Assume the vocabulary size is
V, and the average sentence length is L. The number of parameters of Approximate
Markov Model is always O((L-1)*V2) no matter which degree it has. Markov bigram and
trigram Model have O(V2) and O(V3) parameters, respectively. The number of parameters
multiplies by V when the degree increases by one. Thus, Approximate Markov Model can -

be used to enlarge the window size, when the parameter issue is considered.

3. Bag Generation Algorithm
The bag generation algorithm under (Approximate) n-gram Markov Model is shown below.

insert starting node Into queue
while not empty queue do
begin '
initialize an empty list
repeat
remove a node from queue, and assign it to current node
if current node # final node then
begin _
expand current node and -
merge to the Jist if any two paths satisfy all of the following conditions:
(1) the path length should be longer than n-1.
(2) the lengths of these two paths should be equal.
(3) the last n-1 nodes on these two paths should be equal.
(4) these two paths should cover the same words.
end
else merge to the list
until empty queue
if current node # final node then assign list to queue
end
|_generate the result from list, and check whether it is error or not.
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The merge operation keeps the path with higher probability, and discards the path with
lower probability. The four conditions in the above algorithm should be met if dynamic
programming technique is used. The following proposition clarifies this point for Markov
Model. Approximate Markov Model has the similar proof.

Proposition. The merge operation should obey the following conditions, if n-gram
Markov Model is adopted: '

(1) The path length should be longer than n-1.

(2) The lengths of these two paths should be equal.

(3) The last n-1 nodes on these two paths should be equal.

(4) These two paths should cover the same words.

Proof.

The first two are the basic definitions for n-gram Markov Model. In this model, the
system will use the last n-1 words to predict the probability of the current word. Let the
probabilities of two paths H; and Hy be P(H;) and P(H3), and P(H}) > P(H2). When the
next word wr, (m 2 n-1) is read, their probabilities become:

P(Hy) * P(Wm | Wi(m-n+1), ..., W1(m-1)) and

P(H2) * P(Wm | W2(m-n+1), ..., W2(m-1)), Tespectively.

If the last n-1 words are the same, i.e., Wi(m-n+1)=W2(m-n+1)s ---» WI(m-1)=W2(m-1), then
the former is still larger than the later. However, if the last n-1 words on these two paths
are not the same, then the former may be smaller than the latter. Thus, merging may
introduce the error results.

In fact, the first three conditions are enough for the other Markov-based applications
such as phone-to-text transcription, ezc. However, there is a problem in bag generation
application, if we do not obey the last condition either. Consider a general case. Let the
two paths Hj and H; have the following forms:

Hi: w10, Wi1, - Wi(m-n)» W(m-n+1)s «o» W(m-1) and

H2: w20, W21, ..., W2(m-n), W(m-n+1), ---s W(m-1)-

If {w10, W11, -.., Wi(m-n)} is not equal to {wag, way, ..., W2(m-n)}, there must exist some
wii and waj such that wyj # waj. If P(H1) > P(H2), then the path involving wy;, i.e.,

W20, W21; s W2(m-n)» W(m-n+1)s «..s W(m-1) W1ij

will be neglected. This path may have higher probability, so that error occurs. ]

The cost paid by the Approximate n-gram Markov Model is: each minimal value in the
numerator part and denominator part of Formula (2) is derived from n*(n-1)/2 pairs and
(n-1)*(n-2)/2 pairs, respectively. Consider the numerator part. For each tuple <wy, Wi.1,
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cors Wian1> (0-S k S m-n+2), 1ts probability is determined by P(wi, wj, j-1) (kSi<j<
n+k-1). The complexity of an algorithm to select the minimum from n*(n-1)/2 pairs is
O(n?). Itis a terrible overhead. Here, a special data structure, i.e., a ring of n-1 elements,
is adopted. Each element records the minimum of k-+n-1-i probabilities P(wi,\viﬂ,, pas
p € (n-1)-(i-k)). The index i is ranged from k to n+k-2. The minimum of the n*(n-1)/2
pairs can be computed from these n-1 elements. When k is increased by one, i.e., the tuple
<Wi+1, Wke2s --» Wien™ 18 inspected, only these (n-1) elements are considered instead of
n*(n-1)/2 pairs. In other words, the position in the ring for P(wk, Wk+p, p) (1 Sp < n-1)
is free, and is used to record P(Wy4n.1, Wisns 1). P(Wk+ps» Wk+n, 0-p) (1 £ p S n-2) are
compared with the corresponding elements in the ring. This can be'done in O(n) time.

4. Experimental Results

BDC corpus, which is a Chinese segmented corpus, is ddopted as the source of the training
data. It includes 7010 sentences about 50000 words. For each sentence S = <¥, wy, Wy,
vy Wi, *> in the training corpus, total (m+1)*(m+2)/2 directed word association pairs,
which are of the form (wj, Wj, j-i) (where 0< i < j € m+1), are generated. The
experimental results (distribution of error sentences) of bag generation by using Markov
Model and Approximate Markov Model are shown in the following table. Mi and AMi
denote i-gram Markov Model and Approximate Markov Model, respectively.

= e e e e e e e e e e e e e T e -

‘, | : Markov Model Approximate Markov Model
| tengih | sentences || M2 | M3 | M4 am2 | AM3 | aM4 | AMS | AMn
"“—#*H——T 0 0 0 0 0 0 0 0
!, 2 S 0 0 0 0 o | o 0
| 3 1221} 0 0 0 0 0 0 0 0
| 4 a3 1 o] oo ol o] o] o
| s 297 H 0 0 0 0 0 0 0 0
o 329 Il 3 0 0 0 0 0 0 0
| 7 24 | 4 0 0 0 2 1 0 0
| 3 216 ‘ 1| o 0 o Il n 1 1 0 0
9 183 6 0o | o 0 6 0 0 0 0
10 170 Wl 8 0 0 0 0 0 0 0
11 129 l i1 0 0 0 11 0 0o ] o 0
12 68 1 13 | 0 0 0 13 | 1 1 0 0
total 2000 f s71 | o 0 o Il 51| 4 3 0 0
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It is trivial that AM2 is equal to M2. The other results demonstrate that the power of
approximate Markov Model is close to that of Markov Model.

5. Concluding Remarks

This papér proposes a directed word association model with distance to approximate
Markov Model. It can increase the degree of language model, and keep the number of
parameters unchanged. The experimental results show that the performance of
Approximate Markov Model and Markov Model is very close. Besides, the training
knowledge for bag generation can be also applied to lexical selection. The co-occurrence of
a word pair can be computed easily by sum of the related directed word association pairs.
The uniform knowledge facilitates statistics-based machine translation design.
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Summary:

Semantic analysis of Russian words “"sud'ba" and "rok"
("fate" and "lot") based on text material, vocabulary defi
nitions and distribution of responses to these words as
stimuli in word association test

The understanding of fate as a super power affecling
both a human being and the humanity at large is invariant to
the lexicographical interpretations of the word "sudba",
the latter do not coincide and are inadequately differentiated.
It is "inevitability in earthly existence” (Vladimir 1. Dal’).
The attempts to formalize the common notions of Russian
speakers into dictionary definitions reveal that dictionary
makers' approaches fait to coincide. -Rational
comprehending of meaning associated to a definite word
rests on an image, an idea, a Gestalt rather than on
empirical knowledge. Characteristics comprising a concept's
significate, an intensional are but derivatives of traditional
notions born in the Russian language and cultural clement.

The proto-name "sud'ba” does exist in the real world,
though it is an ideal world, not a physical one. Man defines
"sudba" as something he himself created, i.e. the idea
implementing his actual dependence on the world, a
dependence endowed with supernatural powers.

The part-of-speach characteristics of the word "sud'ba”
testifies 1o the underslying phenomenon as a substancg, i.c.
something thai exists in itself as bearer of a quality, a state,
a process. A substantive denotes "a certain sam total of
features, mone of which is named" (A.Peshkovsky). Though
the word still retains its inner form, this feature (sud-
it') is beyond rational understanding and this phenomenon is
perceived irrationally, by intuition, by feeling rather than
thinking.  That's why componential analysis - a ra-tio
instrument in preparing the concept significate gives way
{0 conceptual analysis, an instrument taking into account
that which is perceived by intuition. The concept comprises
the notion but does not exhaust it, taking in the whole
meaning of the word - both denotative and connotative, on
the basis of an idea. 1deas as such can be devided into ideas -
Tecollections (images of things perceived carlier) and ideas -
lmaginations (fantasy images), mythologemes, as il were.

"Sud'ba” is one of such mythologemes. The specific
character of notions consists in their associative nature, they
"can call forth one another" (A.Peshkovsky). It is not
associations that arise from the word  combinability
(sccondary associations) but the word combinability is
conditioned by its associative potential. The combinability
of a word is indeed the exterior, surface manifestation of
deeper associative contours of a name. The symbolization of
an abstract essence underlying an abstract name realises
itself through combinability. The concept ie. the
generalised image of a word is made up of several
Gestalten that vary in different languages as there vary the
world pictures of their speakers just like pictures in
children's kaleidoscope. The problem is “to bring to the
light of the scientific reasoning the things which have
shaped themsclves and exist in the objective psychological
world apart from any science" (I.Boduin de Courtencau),
that "field of inner experience which is segmented
differently by the cold analitical reason and creative
imagination of language-makers” (W.von Gumboldt).

"Sudba” (fate) “present itself to us in various
appearances” (M.Montaigne) which are hardly possible for
Russian language consciousness to be calculated though
allow to reveal "auxiliary subjects” of implicit metaphor in
texts.

1. The personification of "sud’ba" [S] (fate). S.- a
person. An old woman - s. Whims of s. To make s. angry.
S. protects, guards. (Social status) S.- a mistress, queen,
patroness. Gifts of s. To thank s. Power of s. A slame, victim
of s. A strike of s. (Partner in a game) S. has made a8 move.
His play with s. (Resisting) To fight s. To curse s. 8.
chases, pursues, lics in wail.

2. Sudba as a text, a source of information. It is
written on his s. To seal s. To repeat s. A sign of s. To
believe in s.

3. Forms of existence of "sud'ba". Point. Circle. Line,
Spiral. Whole, consisting of parts. Part of (whole). Time.
Elements. Mortal creature. Material object (to hand over, 10
leave, to breake, to be master of s.). Artifact (to models.,
creator of one's own 5.). Value.

4. Substantiating (objectivising) sud'ba. Thread. Road.
Land (to plough s.). Premises, dwelling (io break into 5., to
put one's s. in order = to tidy one’s s). Clock. Vesscl.
Clothing. Animal (to take s. by the horns). Tree branch {to
break off s.). Money (to waste s., (o pay off s.).

in texis of poetry "sudba" is all-embracing, bitier,
miserly, menacing, it wearies, poisons (desiroys), torments,
subdues (A.Fet), a cruel wizard, it punishes, templible
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(A.Blok), it breathes, a miser, there are gaps in it, it is
shaped (B.Pasternak), a channel, it is digging smth
(1.Guberman), it encroaches on, it is a disturber, a polyglot,
it burns out, it's splits up, it's a book, a game, an admixture
of geography to time (I.Brodsky).

The dictionary definition of “"sud'ba" given by
S.Averintsev reads: "In mythology, in irrationalist
philosophical systems as well as in common consciousness it
is unreasonable and unfathomable predetermination of
events and human actions”. The idea of "sud'ba" is opposed
to both scientific (rational) concept of cousability and
religious notion of  predetermination  (teleologic
determination), for whom "sud'ba” is a pseudo-name of
God, according to this "it is not God who hides from man, it
is man who conceals his faith- in God from himself"
(Alexis II). In V.Dal's dictionary "sud'ba" and "rok" [R] are
distinctly opposed: "sudba" is the one who chases,
arrests, passes scntences on, while "rok" is the executioner,
hangman. R. is inevitable, he does not take decisions, he
implements them. One can't avoid s. S. ties one's hands and
r. seeks one's head. One is destroyed, depressed by r. R.
gets the guilty. S. is associated with destiny. lot, fatum, life.
The opposition following the axis freedom - no-freedom.

In the psychic world of a Russian-speak person a unique
picture (idea) of "sud'ba" has been established. The
conceptual analysis allows to only supply with the material
of texts and dictionaries in order to estimate the share of one
or another Geshtalt in the whole picture of a language notion
(image), but it does not provide a complete answer. The
statistically reliable answer which is topical for
contemporarics can be only achieved by using the resulls of
proceedings of word association tcsts.

Quantitative analysis of associative ficlds serves as a
means of revealing objective semantic charactcristics of
linguistic units and is indispensable sourcc of information
on language-cultural Gestalten. reflected in images of word
sense.

The words "sud'ba" and "rok" werc given as stimuli to
two different groups of tcsted Moscow students in 1992-
1993. The parameters of distribution (obtaincd responscs)
and the list of associations (with frequences not less than
F = 2) arc given in the table (1).

The scmantic conncction between "sud'ba” and "rok” is
clearly indicated by the fact that the responses to the one by
the other as an association takes the third and [irst place
in the hicrarchy (S.: F,(R.) =28. R.: E‘(S,) = 96).

By excluding from thc associative ficld of “rok” the rcactions
caused by its homonym (cngl. “Rock". not marked with
asicrisk * ). wc can build the hicrarchy of associations
common to the both stimuli. The ratio (A) of differences
and sums of frequences of identical responscs (i) points (o
the degree  of specificity (A=1) or communily (A=0) of a
given association in the ficlds of the both stimuli.
F(s.)- F’(r.)
AR
E’(s.) +F(r)

To thc common associations there arc referred:  stars,
life, dcath. crucl. hard, blind. fatum. himbleness. The
spesificity of “sud'ba” is in: man. uncertainty. happy. Goxl.
line. way. hand. cross. The spesificity ol "rok” is in:
chasc. plaguc. terrible, fear. "Sud'ba” is associated with
obedicnce, while "rok" - with indifference and  confusion,
and they both arc associatcd with humblencss.  The
archetypes of “sud'ba" angel.  scales.  road. cross. ring.
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While pressure, chastising sword, tears, plague are the
archetypes of "rok".
Table (1)

*Sudba” and "rok" associative fields

FATE $=439, “"=46,
(sudba)N=393. L=172,
m=119, F=3§

LOT: S =440, ""=23,
(rok) N=417, L=125,
m =94, F =96.

1 1 1 1
= : |
35 ofr an important * 96 fate (sudba)
34 life scales 51 music
28 lot time as rock-n-roll
14 inevitability road (doroga) (*22 hard
12 villainess only {adj.] 20  lesson (urok)
8 fatum cruel (zlaya) 9 guitar
7 uncertainy outcome (ishod) . cruel (zloy)
happy ring 7 musician
6 carma kopeck 6 metal
hard a Fate (Moira) s jazz
5 such obedience performance
4 God predictination 4 Alice
cruel (zhesto-  wonderful Beatles
kaya) desidedness comucopia
turkey probability . fatum
line (sluchaynost’) noise
my mystery 3 ratile
unavoidable each has his own DDT
way (put') fatalist © life
hand fortune ™ slar
death chiromancy punk
fatality good . chases
3 slars 1 . death
CTOsS and Roll
there is no 2 studio
fatal (rokovaya & inconsolability
happiness loudly
painful group
fatalism tape-recorder
fatal 4 inescapable
2 angel noisy

future

Note: 8§ - number of subjects: "-" - number of zero reactions: N - number of
received responses, 1. - assortment of associations, or A-glossary. mi; - number
of assoctations of frequency 1: F - frequency of iation ranked 1

The associative ficld of "rok" is absorbed or makes part of
the ficld of "sud'ba” and this fact is testified by the frequency
spectrum of the total distributions for the two stimuli.

“The method of dividing the ficld of thought by mecans
of language variability (diversity) has been little tested as
vet. but it docs not become less possible or  important
because of it However rich and fruitful a language might
be. if is never possible to imagine the rcal sense,  the sum
total of all integrated characteristics of a word. denoting a
non-physical objcct. as the definite and final vatuc* (W. von
Gumboldt).

“Cyanb6a” 1 "Pok". CemanTHKa
CYLIECTBUTENBHBIX KaK 0ObeKT
KOHLENTYaJbHOTO M KBAHTHTATHBHOIO
aHaJau3a

JL.O. Yepreiiko,
B.A. Nonnucexiisi

Peasiome:

CeMaHTI4ecKs il aHaNN3 pycckix cnoB * cyasda ”
it " pok ", OCHOBaHHBINi Ha ‘TeKCTOBOM Matepiane,
CNOBAPHBIC ONPeAeNeHHA It PpacnpejencHie peakuii
HA  3TH  CJOBA  KaK  CTHMYAb! B CAVBAPHO-
ACCOLMATHBHOM DKCNEePHMeHTeE,
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Topical paper

AREA: Description of some aspects of organization of
terminological units.

SUMMARY

The description of translation and structure of
multicomponent names of international organizations as
interlevel and most productive nominational units. of
terminological character, statistic analysis of their formal
and semantic structure.

In this report the multicomponent names of international
non-governmental organizations in the consultative status
with the Economic and Social Council (UN) which are
registered in UN Terminology bulletin No.331  are
considered. International organizations are associations of
social organizations, private companics and private persons
of different countries which are organized to achieve
common political, economic, social and cultural gains. For
example:

Association of West European Shipbuilders AWES -
AcconMauua zanafHOEBpOMecKuX cymocTpouTeneit
A3EC,

Intérnational Council for Philosophy and Humanistic -
MemayHaporHelit  coBer 1mo  ¢mnocopum M
ryMaHUTAPHBIM HayKaM.

The statistic and qualitative  analysis of formal
semantic structures of the English names and their
Russian translations is carried out. We have come to the
conclusion that English and Russian names differ widely in
the structures itself, in the number of components and in the
nature of their semantic relations because the Russian
language expresses the meaning more specifically and in
detail than the English language. For example:

Asian Cultural Forum on Asuarckuii dpopyM 1o

Development KYJNBETYPHOMY DPasBUTHIO
N N
/1N i /|
AAonN A moN - A
In the considered multicomponent  terminological

combinations we single out such elements which are the
basis for the wholc name becausc they bear the general
information load. Thesc clements can be called basic or
kernel.

The basic eicments of thesc combinations are  not
homogeneous by origin and scrmantic importance. Somg of
the basic elements designale the general notions which arc
typical only for ergonims (union - coros, council - coper).
Some other clements arc taken from diffcrent scmaniic ficlds
and arc the siructural and scmantic support of these
combinations (projccl -  MPOEKT, cxperiment -
skenepuMent). Some basic clements arc stylisticly ncutral
(organization - opranuaauys), bul others arc laken from

the elevated style (fellowship - GOparcTso, league -
Jura).

The statistic analysis of translation and position of a
basic element in the multicomponent names of
organisations is carried out. It is turned out that the most
regular position of a basic element is inposition although the
general tendency for the English terminology is postposition
of a basic element. This peculiarity of multicomponent
names of organizations can be explained by their
international nature and it is always reflected in  the
name (preposition of the word "international”):
International Federation for Human Rights -
MeskayHaponHas (pellepalius rpas 4YeJoOBEKa.

The basic elements are usually accompanied by terms,
anthroponyms, toponyms which indicate the concrete sphere
of activity, location and the creator of the organization.
These words are specially organized in a multicomponent
name and in most cases change some of their categorial
features under the effect of its multicomponent structure.
Anthroponyms  contain the “intellectual”  information
which can be taken from reference books and
dictionariecs. Toponyms have differential and address
functions. They either help to distinguish one organisation
from another:

Association of African Universities -
Acconvauma adppUKaHCKUX YHUBEPCHUTETOB,
or just indicate its location:

Central Bureau of Statistics (Kenya) -
IlexTpanbhoe GIOPO CTATUCTHKN.

In conclusion it should be pointed out that a
multicomponent name  of organization is an integral
nominative unit which is characterised by the indissoluble
connection of its components. It has one denotative
meaning which is conveyed by the whole name. That is
why the muiticomponent terminciogical combinations are
considered to be interlevel and the most productive
nominational units of international organizations.

MHOroKoMIoHeHTHEIE Ha3BaHMUA
MEM¢IYHAPOAHBIX OPTraHu3anmi
KaK TEPMUHOJIOTMYECKUX eJIMHULY

JI. Ymxona
M. IlIubaesa
PesoMe:
Omucanue mepesofa u CTPyKTYpa

MHOPOKOMITOKEHTHBIX  HasBaHMII  MEMOYyHapOAHBIX
opranuzauMil kKak MeXyporHesole M  Raubodee
TIPORYKTUBHbIE HOMUHATUBHEIE eNAHMITB]
TEPMUHONOTMHECKOre  Xapakrepa, CTaTUCTHHECKNi
aHaIM3 UX  HOMMHATMBHOM M CeMaHTH4eCKO

CTPYKTYpHL
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ABSTRACT

With a view to develop tests to measure bilingual ability in the Indian
context I have examined some existing language tests and tried to
analyse their validity and adaptability in the Indian situation. The
tests may be divided into two categories; (1] Discrete Point Language
tests for bilinguals and (2] Discrete Point and Integrative Oral
Language tests or Quasi Integrative approaches. I have tried to develop
Methodological concepts supported by empirical studies to assess the
retiability of avallable tests on measurement of bilingual ability in
the Indian context.

INTRODUCTION: QUANTIFICATION OF BILINGUAL ABILITY:

In the realm of evaluation of bilingual children are
divergent views, definitions and theories on how chil-
dren acquire first, second and subsequent languages.
Various aspects of verbal expressions of children can. serve
as indicators of the level of maturity in language develop-
ment . Verbal exprassion can often be the medium through
which social interaction, cognition and other linguistic
behaviour is examired and proper comprehension of the
probable verbal performance of children can often be of
great value in determining the most appropriate design for
an empirical study, therefore a sociological orientation to
both first and second )anguage has to develop. Researchers
have become aware of and concerned with the importance of
social setting, interactors, and topic of discourse.lcf.
Cazden 1970, 1972a, 1972b, especially with reference to
minority dialects and bilingualism. cf. Fishman, 1972 and
Labov,1972.]

Language tests developed bpefore the Chomskyan revolution
naturally neglected the thinking that lanQuage was a series
of seperate or discrete points which when added up, made the
whole. Language was not viewed as a synergistic and social
phenomenon (Erickson, 1981). Some tests measured several
discrete points, for e.g. The Michigan Picture Language
Inventory (Lerea, 1958). -Most of the discrete point tests
also have limited or questionable statistical support,
especially in regard to their use with minority children.

THE NEED TO MEASURE BILINGUAL ABILITIES: .

In order to conduct meaningful ‘dynamic’ studies of
social relations, personality growth and the like, we must
first have normative studies of childrens’ devel opmental
performance in articulation, vocabulary, and communication
of meaning, in the languages they are exposed to and subse-
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quently acquire. Way back in 1930, Mc Carthy and Davis
(1937) established a ground work of such studies,
delineated areas 'of investigation and supplied norms of
fundamental significance. Templin C[1957] improved on these
efforts on two counts, (i) He collected in one study in one
sample of children, normative measures of articulation of
speech sounds, sound discrimination, sentence structure, and
vocabulary, thus allowing the study of interrelationships
among these measures. (ii) The design permits a gomparison
of contemporary norms with data established on similarly
gselected children in an earlier period. But today these
studies, especially reliance on comparative studies do not
have much relevance in the Indian bilingual! context, because
one cannot expect the exact situations to exist, say even
five years from now. The children tested today in a parti-
cular linguistic setting with the help of certain control
variables 1ike social status, bilingual status, academic
achievement level, linguistic environment of the child, etc.
and also the associative linguistic experience proportionate

to the changing times may not remain exactly the same to
‘enable one to draw one to one inferences or for that matter

even comparative inferences whereby one canm establish a norm

. emphazising the pattern of change.

In this paper I have attempted to analyse the validity
(in the Indian context), of a few tests used to assess first
and second language dominance. The tests may be divided into
two categories, (i) Discrete Foint Language tests of
Bilinguals and (ii) Discrete Point and Integrative Oral
Language tests or Quasi Integrative approaches.

DISCRETE POINT LANGUAGE. TESTS:

These are currently in use in most academic second
language and bilingual instructional settings. Language was
seen as a series of distinct structural units (eg. phoneme,
morphemes) , and mastery of each of these seperate units was
Judged to be equivalent to mastery of the language. Adequate
models to test each of these individual structural units
were designedjtherefore discrete point tests were developed.

QUASI INTEGRATIVE APPROACH:

A combination of discrete point and integrative oral
language production instruments are currently being used to
assess bilingual children. These approaches to assessment
are attempts that recognize the importance of spontaneous
language sampling as the basis of assessment. Examples of
these approaches are the Oral Language Evaluation (OLE)
Silvaroli & Maynes (1975), Basic Inventory of Natural
Language (BINL) Herbert (1977), and Bilingual Syntax Measure
(BSM1 Burt et al (1974). Each of these approaches call for a
Sample of npatural language, cued by pictures, scored in a
discrete point fashion, with emphasis of syntax, vocabulary
and length of response.
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Experiments on three models were conducted by me to

determine their effectiveness and adaptability in the Indian
context. The subjects were pre-school and primary school .age’
children (4+, S+ and &+) with Bengali as Ll1.

BILINGUALISM AMONG PRE-SCHOOL CHILDREN:A CASE STUDY

Firstly I conducted an experiment to test - the effectiveness
of the Mc Carthy (1930) and Davis (1937) method to test the
various aspects of the verbal utterances among pre-school
age bilingual children. 25 verbalisations each were obtained
from 30 subjects in the age range 2 - 4 years to determine
the degree of bilingualism in the pre-school age child whose
mother tongue is Bengali. The languages tested were Bengali
and Telugu. Table:l shows the performance of the children
in the two 1anguages concerned: '

Total Mean S.D.
Telugu

Age in Total Mean . 8.D.
years Bengali

11.00 1.83. 0.5177
15.50 2.58 0.3768
17.50 2.92 0.3748
18.50 3.08 0.204%
24.75 4.13 0.466%

16.50 2.75  0.5244
18.00  3.00  0.3162
21.75  3.63  0.2098
25.50  4.25  0.5235
32.50  5.42  0.5621

EERARAR SR
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Table~1: Performance of children over 5 age groups.in
Bengali and Telugu to determine the number of words uttered
in 25 verbalisations each. [N = 301

Age in ‘t’-value “ievel of
years : significance

2.0 3.05 »05
2.5 2.0752 —
3.0 4.0221 . .01
3.3 5,0837 .001 Chighl
4.0 4.3298 01

Table-2:1 ‘t’ values of the two languages, Bengali
and Telugu over 5 age groups, for boys and girls

Results show that since the calcuiated value‘'is greater
than the theoretical value even at 10% for the age group
[3.5 yrs) and at 14 for the age group [3.0yrs.l and
4.0yrs.] and at 5% for the age group (2.0yrs.] we can
conclude that except for the age group [2.Syrs.) the scores
or the diffeence in the number of verbalisations for the two
1anguages namely Bengali and Telugu are significant. There-
fore in accordance to Titone 8 [1972] prediction traces of
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pilingualism were found even among 2 year olds as far as
verbalisations in the two 1anguages are concerned though the
number of words per verbalisation in Bengali is better than
the number of words per verbalisation in Telugu among pre-—
school—age Bengali children.

JAMES LANGUAGE DOMINANCE TEST (James 1973):

The test was carried out on 30 kindergarten children whose
L1 was Bengali spread over 5 age groups, i.e., 3 years,
3.5 years, 4 years, 4.5 years and S years, with 3 boys
and 3 9irls in each age group. The test items incliuded 20
pictures which would evoke one word or two word responses.
The pictures included items covering all spheres of daily
life ot children, from household articles or items,
celestial objects, animals to objects of nature, etc. Test
administration time was of 20 minutes duration. Each
correct response was awarded 2 points, and a minus point was
deducted for a half correct response where 2 word responses
were expected, and a proper grammatical sequence was re-
quired. Questions asked were mainly in the form of, "What is
this?", Who is this?" or "Where is the -?". Phonological
variations were overlooked if it was only one per word and
for more than one, one minus mark was awarded. The maximum
score possible per subject was 40 points.

Based on the results, the subjects were put into 3
categories to ascertain their language dominance, bilingual
proficiency and also whether they were bilinguals with
dominance in one particular language or whether they were
proportionate bilinguals. The languages in question were
Bengali (L1], English [L2) and Telugu LL31].

A = L1 dominant
Categories -~ B = Bilingual plus L1/L2/L3
C = Proportionate bilingual C(L1/L2] or CL1/L3]
Age A B c
Groups L1 CLi L2 . L3] Ly 7/ L2) Ctl / L3)
(Yearsl
3.0 46.52 24.50 24.06 4.81
3.5 29.75 21.45 11.71 .98 19.02 17.08
4.0 19.44 12.96 .23 32.41 34.25
4.5 25.55 19.38 3.52 16.30 18.50 8.8 7.93
3.0 12.66 35.80 1.31 24.45 25.76
Freq.
dist.

in % 13.91 20.58 20.96 2.25 18.98 19.74 1.88 1.469

Table-3: Frequency distribution in [X] of the 3 categories
given seperately for each of the 95 age groups.

Resul ts show that they were very few phonological variations
Or incorrect grammatical sequences that would adversely
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effect the scores of the subjects. L1 dominant subjects were
found only amongst 3 year and 3.5 year olds. .Regarding bi-
lingual children except for 5 year olds there were more L1.
dominant than L2 dominant subjects amongst the other age
groups. The ¥ of L3 dominant bilinguals was only 2.25%.
Except for 3 yr olds, proportionate bilinguals were found
for all other age groups.. i.e. ([L1/L2). There were a
large number of proportionate bilinguals amongst 4 year
olds. L1/L3 proportionate bilinguals were found only for
4.5 year olds. Scores improved with age, but there was no
perfect score obtained by any of the children. This
reflects the fact that responses. to the stimuli was

best amongst 4.5 and S year olds. They exhibit an adequate
vocabulary in both L1 and L2 and most children maintained
a proper grammatical sequence for two word responses.
There were also a limited numbeér of cases of interference or

mixed responses but these did not have any recognisable.

impact on the scores. Most of the children were found to
be language proficient in both L1 and L2 and not proficient
in L3.

Finally this test proved that as far as vocabulary is con-
cerned it is not necessary that children should be dominant
only in L1. The bilingual children can also be dominant in
LZ2. As children are exposed to the school environment the
number of proportionate. bilinguals increase. Though most
children waere also exposed to L3 there were no L3 dominant
cases. The home environment language was either L1 or L2.

THE BILINGUAL SYNTAX MEASURE (Burt et al 1981)

The test was carried out on 12 school age children, both
boys and girls in the age group of 4+, 5+ and 6+, whose L1
was Bengali, L2 English and L3 Telugu. All the children
were from English medium schools. They also had spent:
all their lives in Hyderabad and Secunderabad.[Indial. Each
version, (to test L1, L2 & L3 seperately) consisted of 20
questions, not necessarily transiation equivalents that were
intended to elicit particular grammatical structures about a

series of 7 pictures which.were self expresive. Responses

were recorded seperately in 3 booklets and later analysed
for acceptability and point value. The rules for evaluation
were, the same as uwsed Ffor the original test as cited
earlier. Apart from this a Global test was applied keeping
the criteria in mind to aswess the degree of acceptability
on a é~point ratiig scale given below:

Acceptable [+] Unacceptable (-]

1 2 3 . 4 S ]
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The results of the two tests are seperately tabulated below:

994 to 100% Froficient (|

85% to Q4% Intermediate L[I1]

457 to g94% Surviva? 81
e {LLANGUAGE }
Age ; :
BengalilL11] Englishil.2] Telugulil3]
4 years 60.41 61 .56 B82.70
£s1l [I] £S)
5 years 71.29 65.7% B? .37
C81 (D (sl
b years 71.37 64 .37 Q% .20
€S8l €Il 81

Table-4: Fercentages of Competency ltevels of 12 children
fwith Bengali as their Li1 in L1, L2 and L3

{LANGUAGE)
fAoe
Bengalill 1] EnglishllL2] Teiugull.31]
4 vears 2.00 1.47 3.3%
S ovaars 1.43 1.57 2.82
65 years i1.20 1.30 2.12

Table~S: Average Ratings of 12 children f{witih Bengali as
their L1J in L1, L2 and L3

As geen in the analysis of the other tests thas results

varied with age. Though the percentage of proficiency
improved with age, subjects tested +or competence in L1
and L3 fell into the ‘Survival’ category but when tested
for L2 they did better and 4+ and 5+ subjects were put in
the ‘Intermediate’ category and &+ subjects were put in the
‘Froficient’ category. At the same time subjects were more
Competent in L{ than in L3. The reason for the improved
prgficiency in Engliah was that +rom 44+ onwards there
'S a marked exposure to English at the school level, with a
diminishing scope of interaction in both Bengali and T@Eugu.

The resulits of the Global Test are in interesting
Contrast to the modified version of the test as used by Burt
et a1 (1981). Though the average ratings are slightly better
when tested for proficiency in L2 the degres of accept-
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ability of responses of S+ and &6+ subjects is better in L1
when compared to the acceptabil ity ratings of S+ and &6+ sub-
Jects in 2. Therefore te difference in using the Discrete
Foint test and the Global Test are quite evident. The Global
Test is & more careful evaluator of natural language samples
than the Discrete Point Test.

There is need for further research and more indepth
longtitudinal studies of c¢child- language acquisition in
multilingual settings. Whatever models have been used or may
be used must also consider pragmatic and ethnological tech-
niques. Also needed is an accurate determination of what
language a bilingual child uses in which situation and what
is needed for effective communication within the situation
that the child encounters in daily life. 8Such studies could
serve as a basis for more appropriate and realistic
assessment of a bilingual child’s 1language proficiency.
According to Day (1981) an awareness that language is more
than Jjust a sum of its discrete parts stimulated the deve-
lopment of integrative tests of language proficiency which
would illuminate to a larger extent the subjects’ underlying
total competence rather than use tests which only measured
awareness of the various units of language. Global measures
would in the 1long run be more predictive of a person’s
actual performance in a second language than the previously
used discrete point tests. And finally the need of the hour
is to develop tests which can. tell vyou explicitly what a
child can do and not what a child cannot do.
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fuzzy logic. As opposed to existing models our model takes into account natural language reality
and natural language restrictions. As opposed to time logic, tenses are only secondarily taken into
account, and seen as only one, though important and (proto)typical, means of indicating ’time’.
Not only tense, which has received most attention in the literature, but also temporal prepositions,
adverbs and open class lexical items, especially nouns, as well as word order, amongst others,
determine temporal reference. In this paper we focus on lexical time expressions. Lexical time
indications can be subdivided into several ways. For the remainder it may suffice to list the
following semantic division and characterization of time expressions. Relational or relative
expressions indicate a point or interval that relates to a given time fact (e.g. 'around 10 a.m.).
They are generally more vague than situational indicators, that point to a time fact itself (e.g. in
May). Relational expressions refer to a relation with a time point or interval and this relation is an
anterior, posterior or approximative one. Unbound or free expressions do not refer to past,
present or future (e.g. at two o’clock), while bound expressnons do (e.g. in May 1944). Both
relational or situational, and bound or unbound time expressions may indicate a time point or a
time interval.

Time expressions often show some vagueness in degree, as opposed to vagueness in criteria. The
first kind of vagueness is to be found in, for mstance a tall man or an old man, where the’
vagueness resides in the fact that one and only one well-determined criterion is being scaled, in
these cases "length" and "age” respectively. Vagueness in criteria, on the other hand, can be
found in expressions like an intelligent man or single items like religion and art: most often
different criteria are called upon in naming Something religion or art. Hence, this kind of
vagueness is multidimensional. It should be noted that many lexemes are vague in both senses
(e.g. a big house (vague in criteria) = a big house (i.e. with many bedrooms; vague in degree}).

As time is a one-dimensional fact, only vagueness in degree and not vagueness in criteria is
involved (and vagueness in degree itself is a matter of degree, as relational expressions are often
more vague than situational ones). Moreover, time can be expressed numerically (which makes
time objectifiable). All this should facilitate a formal representation of vague time expressions by
means of fuzzy set theory (Devos, 1994).

Lexical vagueness can be found in three major classes of time expressions: especially in (1)
approximative time indications (e.g. around 6 p.m., around 1972), but also in (2) indicators of
half closed (or half open) intervals, i.e. indicators of posterior and anterior relations (e.g. shortly
before 6 p-m., some time after the holidays), and in (3) indicators of frequency (e.g. ofien,
seldom, sometimes). In the next section we will focus on classes (1) and (2), as (3) is definitely
not primarily a class of time expressions: indicators of frequency only mention the frequency of

' an action or event, though this is done against some temporal background of course.

3. Modelling Periods of Time by Means of Fuzzy Set Theory

In the next paragraphs we will discuss the different ways of representing periods of time one by
one. In each case some examples are given.

3.1. Vague time intervals

A fuzzy interval is a nornalized convex fuzzy set in R, i.e. the membership function . satisties
the following: IxE€ER: ux) =1
VX, X €ER,VAE [0,1]: p( Ax;+(1-N)x; )= min  p(x,), p(xy) )
A fuzzy closed interval i is an uppersemicontinuous fuzzy interval, i.e. the memhershlp function p
satisfies in addition:
VyElleERVf>0 35>0: | xy | <8=pulx) <ply) +e¢
which expresses that in each element the degree of membership equals the maximum of the left
and right limit value of the membership function in this element. The frequently used trapezoidal
2zy sets are special cases of fuzzy closed intervals (Fig.1).
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Such’'a fuzzy (closed) interval can be used to model vaguely s
expressed periods of time. A fuzzy time interval is an immediate | .
fuzzy extension of the crisp notion of time interval: whereas a
point of time x either does or does not belong to a crisp time | ,
interval, it can "belong” to the fuzzy time interval, modelled by a-o &
the membership function x, with a degree u(x).. Fig. 1

b b+p

All approximative time indications, indications that render a time interval or a time point
approximatively, are represented in this model (e.g. around 4 p.m., around 1972, about noon).
This representation of periods of time has the drawback that no complete information can be
derived concerning the starting point or the end point of the time interval (e.g. does 4.25 p.m.
still belong to the interval around 4 p.m.?).

3.2. Starting point and end point of time

The (vague) starting point of time S as well as the (vague) end point of time E of the time interval
can be indicated by using a fuzzy set (disjunctive interpretation, i.e. a possibility distribution. Two

fuzzy time intervals can be deduced from this (Flg 2). The convex hull of both fuzzy sets § and E-

N renders all time points that possibly belong

] " ; (with a certain degree) to the interval. The

‘/i 8 ; E\ intersection of the fuzzy set of time points that

o o necessarily come after S, and the fuzzy set of

=== possibly MBIy .~ nccessarily time points that necessarily come before E,

indicates all time points that necessarily (with
- a certain degrée) belong to the time interval.

Fig. 2

Two crisp intervals over time can also be associated with S and E: on the one hand there are those
time points that certainly belong to the interval, those certainly coming after S and certainly before
E; on the other hand, the time points that certainly do not come after S and certainly not before E,

definitely do not belong to the time interval.

Some examples of intervals expressed by two vague lexical items are between midnight and dawn,
between Renaissance and the Romantic Age, and between the beginning of next week and the end
of the month.

Remark:

The fuzzy set Al of time points that possibly come after a

vague time point A, is given by the membership function:
Bar(t) = £ tm\(S)-

The fuzzy set A2 of time points that necessarily come
after A, is given by the membership function:

pacd) = :n£ (tl - pa(s) ). Fig. 3

A3 is the crisp set of time points that certainly come after A, while A4 is the crisp set of time
points that certainly do not come after A (Fig.3).

Examples can be found in anterior and posterior relations like after lunch, before dawn and early
this morning.

3.3. Starting point and duration

A third possible model for representing vague time intervals is made up of one fuzzy set for the
starting point S of the time interval and one (or more) fuzzy set(s) that indicate(s) the duration D
of the time interval (Fig.4). In order to determine the end point E of the vague time interval,
several subcases are distinguished below.
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Summary (topical paper): On the basis of some large scale inquiries into the nature of time
expressions in natural language, in which informants were asked to indicate sharp (crisp) and
closed time intervals for a range of linguistic expressions, several models of representing vague

lexical time intervals by means of fuzzy set theory are discussed. These models primarily depend

on the type of expressions used, dnd thus take into account the complex heterogeneous semantics
of time indications.

Topic area: modelling lexical time expressions -~ possibility theory - fuzzy set theory

1. Introduction

This paper reports on some large scale inquiries on vague time expressions in natural language.
"Time" is a linguistic as well as a non-linguistic notion. Linguistic time is an extremely complex
notion, as in natural language different time conceptions and divisions are reflected:

(1) physical or natural time as a fact. of extra-linguistic reality. Astronomic notions are often
reflected in lexical items (e.g. year, day, night, noon, season) which structure and categorize
physical time.

(2) artificial or calendar time as the time we can measure and (conventionally) express in fexical
items, and we can structure by means of a finite (duo)decimal numerical system (e.g. hour,
century, quarter, minute, week). In theory, time can be rendered very precisely by means of
unique proper names or numbers (e.g. on Thursday December 24th 1994 at 23h 59min and
59sec). '

(3) experiential or psychological time as the time we experience. Our time conception is not only
determined by divisions based on natural phenomena, artificial corrections of these phenomena,
and artificial divisions themselves, but also on human experience with time. These “experiential”
facts are either culturally or individually determined (e.g. *week’ in our tradition of the five-day
week). These three conceptual levels are all reflected in linguistic time, and though they correlate
to some extent, it is preferable to clearly keep them apart.

2. Time expressions and vagueness in degree

Lexical time expressions have a complex and heterogeneous semantics, ordinarily showing some
degree of lexical vagueness. Representing these natural language expressions for building
conceptual models, for integration in database systems and other Al-applications is thus made
difficult by a multitude of factors. In this article an analysis is given of a formal means of
representing vague lexical time expressions by means of fuzzy set theory, probability theory and

* Scientific Associate of the Fund for Joint Basic Research (Belgium)

** Research Assistant of the National Fund for Scientific Research (Belgium)
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3.3.1.51s crisp and D is crisp

In this case D should be added to S to determine the (crisp) end point E. Reversely, the duration
p can be found by subtracting § from E. For instance, we know that a football game has a
duration of 1,5 hours and that it started ar 8 p.m., or we know that a 20 minute presentation at a
conference starts at 4 p.m.

2. S is crisp and D is vague . .
fifr:, the end point of time E is represented by means of a fuzzy set, obtained by adding D t(;l iS
(fuzzy addition through Zadeh's extension principle (Dubois ar!d Prade, I9§O?). ’I'he: membership
function for E then equals the membership function for D, shlﬁeq over a ’distance’ S along the
time axis (Fig.5). The duration D can be determined again via the difference E - S. .
Examples are: "It rained for several weeks after August Ist", "several years after the first world
war", or "the 10 o’clock ceremony lasted about 2 hours".

! $

time

duration duration-

.3.3. § is vague and D is crisp .
i-?lere, the enﬁ point E is also represented as a fuzzy set obtaine'd by agldmg D to.S (fuzzy
addition). The membership function for E then equals the membership function f'or S shifted over
a 'distance’ D along the.time axis (Fig.5). However, in this case, the duration D cannot be
determined again from $ and E (E is determined as S + D, but E - S does not always reproduce
D again; in this case, E - S yields a fuzzy set).

L }

i

Fig. 6

For instance, a 20 minute conference presentation can be scheduled at the end of one or other
session, a foothall game can start after 8 p.m., a new president can be elected.during the first
month after someone’s dismissal, a new world record of 10.8 seconds can be run in the afiernoon,
or a city may have been bombed for 10 days last month.

3.3.4. § is vague and D is vague
This model splits up into two submodels:

A. D does not depend on the starting point of time. : '
The end point E too can then be obtained via fuzzy addition of D to S-.. (for every possnblp.startmg
point a corresponding vague end point is determined, and all obtained vague end points are
reduced via Zadeh's extension principle to one vague end point of time only):

() = sup mint ( ps(x), po(d) )

t=x+d
For example, we know the tennis finals started on Sunday evening and took almost 4 hou‘rs.

this case, however, the duration D cannot be recalculated from S and E, as E - § yields a too

broad fuzzy set, i.e. a fuzzy set the support of which is larger than the support of D.
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B. D varies according to the (starting) points of time.
In this case there exists a dependency between the starting point of time and the possible duration
of the time interval. Not one fuzzy set is given for the possible duration of the time interval, but
two or more fuzzy sets, possibly even a whole series of fuzzy sets, when the duration
continuously varies according to the starting point of time (Fig. 7 and 8). The following example

may illustrate this. A given person P, has age B (e.g. around 30 years). This is represented by a
fuzzy set with degree of membership pg.

/ime.

r

,// \\ 6 ]
4 8 =
{ =] -
I U -
] a b ¢ d duration
duration

Fig. 7 Fig. 8

Remark:

Ages can also be analyzed as special cases of (relative) time points. To an age, a time interval can
be added to obtain a new age. If, for instance, P, becomes engaged to person P, and we weuid
like to determine at what age P, will marry P,, taking into account the general fact that the older a
person is who becomes engaged, the shorter the engagement period will be. This fact thus
expresses a dependency of the duration of the time interval on the age of the person. This
dependency can be formally expressed by a two-dimensional function p,(x,d), with the parameters
age X and duration D. By applying Zadeh’s extension principle a fuzzy set E can be determined,
that describes the age of P, at the time of marriage: pug(t) = sug min ( pg(x), pplx,d))
X,

{ = x+d

This, however, no longer can be seen as a fuzzy i
addition. Other formulas for obtaining the end point

of time are possible, e.g. by replacing *minus’ by a ‘ x)
product, through which the degrees of membership
in the fuzzy set py(x) are being 'scaled” with the | *& s i
degree of membership of x in S, in stead of being 1

5
L 1 1\‘
‘chopped off’ at the value of degree of membership ey
of x in § (Fig.9). When every possible duration D is oo min e product
represented by means of a trapezoidal fuzzy set, the Fig. 9

two-dimensional membership function uy, can be replaced by 4 one-dimensional functions, that,
for instance, indicate the course of the 4 breaking points a-«,a,b,b-+f# of the trapezoidal fuzzy set
in function of the age x.

In this case, it is certainly not possible to recalculate the duration D of the time interval from
points S and E.

Imagine the following situation in which person P, says to P,: "Hurry up! The later we will arrive
at the party, the less long we will be able to stay™. P, and P, arrive somewhere berween 9 and 10
p.m., and they can stay for about two up to three hours. Or, the laier a plane takes off, the more
time people have for saying goodbye.

3.4. Vague sets of time intervals

This is probably the most general way of representing time intervals. Here, a fuzzy set of
intervals is analyzed: { o/fx,,y,], o/lx5,y4l, ..., a/ix,v.), ... }

with o; € [0,1], point of time x; <= point of time y;, all x; (and y) not necessarily different, In
principle all cases so far mentioned can be represented in this form. However, since time

constitutes a continuum, the representation by means of a set is not always very appropriate to
use.
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For instance, person P, and P, plan a I hour meeting and P, has but some free hours during the
day: free hours = {0.5/[10h,10h15], 1/[12h,12h30], 1/{17h,19h], 0.8/[19h,22h] }; => period of
the meeting = {1/[17h,18h],..., 1/[18h,19h],..., 0.8/{19h,20h},..., 0.8/[21h,22h]}).

4. Some final remarks and summary

In this paper the granularity of time expressions is not taken into a.ccount. Granularity reffars to the
time levels people use; it constitutes a rather precise hierarchical system of subordinate and
superordinate categories in which different shifts may occur; €.g. hour —~ day.—r week —~ year =
decennium — century...). For every level of granularity the qiffer_ent representations are p?smble.
The representations mentioned in 3.3.4.B. and 3.4. are of little importance for representing vague
lexical time expressions. _ = B

In summary then, this paper has outlined different models of repr"esentmg vague time m.tervals by
means of fuzzy set theory. It was argued that this differentiation is nefaded if the (c-:omb.med) data
obtained through inquiries are to be modelled into a single fuzzy time interval that is suited as the
representation of a linguistic term.
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Summary:

Quantitative analysis of data (sample of 101000
associated words: 1010 subjects, 100 stimuli - nouns and
adjectives of Russian), obtained in 1991-1993. Some new
dependensies and regularities was found.

Mass word association experiment is conducted by
author in order to register, collect and proceed
experimental data, construct and investigate database and
dictionary (thesaurus) of Moscow students’ word
associations (MCA). The project is carried out wnhm the
framework of research program of "Lingua" Cooperativ in
colloboration with the M.V. Lomonosov Moscow State
University. Program of experiment was conditioned by tasks
of wide interdisciplinary investigation (theoretical basis of
quantitative analysis, selection and characteristics of
stimuli, requirements to subjects (respondents), conditions
of test conducting, methods of procedure and treatment of
word association data), All subjects were Moscow students,
mother tongue is Russian. Number of ss (N} is 1010. The
matherial treated up to now involves first 100 distributions
of 200, compiling total database and includes 127 nouns
and 73 adjectives of Russian. List of stimuli represents
different spheres of lexicon (polysemy, frequency, semantic
fields etc.) and it was compiled with taking into account” the
data which have been obtained formerly by other authors {for
comparison interlinguistic, diachronic etc.).

ancKui JUBaH ‘HeBecoMb!i connat
6abouxa AnuHA HOTa cTaphlit (2)
Gaccelin ANMHHLIR OBOLI{HOM} cTON
Gennrit HoBpBIL ORUHOKMIA cy66oTHMK
GeccMepTHe HorMa oKxTAGpPbCKUA chip v
6ubann AOKTOP 11aCNOPTHRIR TEHHMUC
Bmaxui HOCTOMHCTBO. MayK Tenka
6nu3ocTs HYXOBKa nuonepeKit TOBapHL
Gor sKecTOKN TMCHMO TOHKMI
Gymara IHUIHD npano TOHKOCTb
Gypa MCTHHG npeduxe yraepon
Bacdna KRJIMTKA npMmeTs xneb
BKYCHBI KapTHHa NpyUeTabHELE 1HeToK
BJIaQieHNe KJIOKBa payoeTd UMPK
BMIOGJIEHHBIR KO3ka paiion LBETOK
BHEIUTATHLI KPacHO- pesvrua Yekuer
pe-mBLIl
BCECOIOIHEI KpacHbIf pox yepenaxa
BLICOKMIA JEHMHCKMIA  PY4HO YepHhIi
rayGuHa MaTuHecKkuift  pycckwii YHCTKS
roGoli MaTepHEIi cBeva HHCTOTR
rpasknaHyH  MeHecTpenb  CKymoi 1IMPORMIA
[EeMOKpAT  MUp cnaBa MOTKU
AeHb MMTHUHT CMepTeJbHhA LLOMHON
JiepeBHA HaJMuue cobGnasH uLyT
IKA30BHI HeBe3ayuMii  COBETCKuMiA 106Ka
66

Word association test data subjected to computer-assisted
treatment present lists of associations with indices of
frequency ascertained to the each stimulus (of all word
forms reduced to. lexeme). Example: stimulus RADOST'

(joy).

PAOOCTSD -
76 cuacThe 15 BcTpeua 6 HeoxMAaHHAHA
74 ymei6ka 14 cBernana 6 ynaua

65 sxusnu 13 mobosb 6 xopotro
55 cmex 13 mon 5 Bocropr
42 rope 10 ragocTs 5 roppocTh
34 rpyere 10 mevans 5 arpomuas
20 Becesise 9 cobaubs 5 mobenpl
20 cBeT 8 Bemkan 5 mpasmHuK
18 6osbluas 8 xpacHoe 0
16 comuue 7 Oprrua etc.

After scparating of quantitative characteristics
distribution of responses to particular stimulus is tabulated
and then arranged in order of descending frequency and
presented in table as following set of numbers (stimulus
RADOST"):

Fm F m
i i f i i f
1 76 1 13-14 13 2
2 74 1 15-16 10 2
3 65 1 17 IR
4 55 1 18-19 8 2
5 42 1 20 7 1
6 34 1 2123 6 3
7-8 20 2 24-28 5 5
9 18 1 29-34 4 6
10 16 1 35-53 319
1 15 1 54-104 2 51
12 14 1 105-295 1 91

There was received some interesting resuits elusidating
undecided and vexed questions of lexical associativity in
quantitative aspects and the role of word association in
language. As well as were found some dependencies and
regularities disguised before. i

1. The inferential formula (1) which expresses the
inversely proportional relationship of ranks and frequencies
of responses to particular stimulus appears to be much more
complex when the parameter, "b", of distribution curvature
is taken into account

S -(a+blni)
F.=-—i - )

.

S

(where F,= = S - size of sample).

The fitting of formula (1) showed that empirical
distbribution followed it. The wide variation of primary
response frequency, F, ;and the
moderate variation of response assortment (A-vocabulary),
L. affects the homogeneity (curvature) of distributions,

’ 9. There is ascertained the dependency of rank-frequency

, i), frequency-spectrum (ﬁ‘, F), vocabulary-spectrum
(i;, F) distributions (mean for array).

S 4 - S - S ~{
Foei'y T Bl Rz FED] @
i Q Q Q

Thus we may with the help of general formula (2)
represent various aspects of quantitatuve structure of mean
associative field by natural series of numbers (n), that is
common for frequencies (F), sizes of equifrequencial groups
(m) and vocabulary (L) of units with frequency not lower
than n, and also parameter Q, connected with the size of
sample 5, i.e. frequency F of association ranked n is equal to
the size of vocabulary L of associations with frequency not
lower tran nand is equal  to the quantity m of units with
frequency n raultiplicd by n+1.

E =L,=m @) ©)

Analysis of concequences of formula (3) may be the
subject of examination in (uantitative lingnistics. Let us
remark that from this formula followed, for instance, that the
"mean” noun clicits such an assortment of associations,
which is quaniity of a group united with the primary
response woken up by it ~

Parameters of mean distribution for arvay are: ¥ = 145,
06 [35.617}; L = 273,05 [158..420]; i, = 191,02
[106...293); mean number of zero reaction: "-* = 94,14
[26...367]. Parameter Q (for array) = 6,58,

3. Some of dependencies in straciure of word association
fields is vegurded: a) integrated distributions; b) regularities
of relative frequencies, ¢) sigma-distr. and R-distr,, that
allow to monitor the dynamics of parameters in relation to
the s1:.ze of samples, repeated tests, changes of groups eic; d)
matrices of frequency specira, that group the associations
according 1o other criterion than rank,

4. Repeatedly conducted test evokes more deviations in
distributions tnan changes of groops of ss.

5. The spectrum-frequency  distribution is not become
stable (except as a regularly decreasing rate of diversity)
UpOn increasing the size of the sample (S= 31, 63, 126,
232, 505, 1011, 2022).

o 6 Pf:ppndcncica were  found belween  associative

alaCl(?llslit"S of words in quantitalive aspects and some

gm?: s sistemic-linguistic characleristics (frequency in

o) Oh usage, polysemy, part of speech, abstractivencss

werz:' c’;’aia ?f tests conducted wiﬂll children 6-7 years old

o) Mpared with the data obtained from adults using the
€ Stimuli,

8. Data of tests conducted with Russian (MCA and other)

sty demme“mﬂ (Minnessota norms,  California norms)
§ were compared over the arrays.

9, Of special interest was the possibility to analyse
semantic characteristics of lexical units by the methods of
quantitative linguistics without ad hoc logical hypotheses,

The main linguistic unit, a word, is rcgarded as
embodied in its associative field - an obvious image of
unclosed, orded in hierarchy, specific multitude of other
words connected with given one by associations inherent to
subject and cultural-lingual society (group). An empirical
analogue of word association field is some group of
associates, obtained in test conducted with native speakers
according definite method that allows us to model potential
distribntion of associative field for a word, a language, a
sociun,

Whatever heterogeneous word associations might be, the
same sens¢ they based on, both the one and diverce,
revealing to conscience from varrious sides. Association
arises as reaction to outward or inward stimulus, as response
on a wguestion, as brightening, clewing, recalling or
uncovering of veiled, vague, uncertain or ambiguous sense.
Words of a language become revealed in two sides:
associative-symbolic, when they arc keys opening the
entrance inte uncounscious, and sign-discoursive, when they
become an elements the logical calculation built of. A word
is not only an empty e¢lement of speech syntagm or
grammatical scheme filled in  with "meaning" conditioned
by contexi, A word thanks to energy of its associative
potential is capable to form and direct speech channel in
spite of context. A word is not a chameleon, but is an ice-
breaker. 1t is rcaningful not only in the systera or in a
context. Its accomodating itself in context is supposed that it
is unseparable of its asscciative polysemanticity whick it
posesscs itself even if the only (simple) meaning is attached
to it by context. Viial unity of language is - compesed  of
those images of a word which it finds in sacral, philosizbic,
poctic speech. First of all it conserns to novns and adicctives
thards to verballess way of reproducing of inner motion of
associations.

Language as reality semantic and psychophysical
consisis of field of associations wuniting lingual and
exiralingnal presentments characteristic to its bearers. These
presentments connect elemesits of experience and elements
of language in unities, maintained by means of associations
and comprchending as gensss. Verbal associative links arc
potentially infinite, opened, bierarchically regulated.
Their structure can be prescnted as dynamie, pariiaily
overlapping individual associative fields. The assoctative
field of a word serves as a key o revealing fts  sense
Understanding the meaning, evaluating the sense of 2 word
always involves consideration of the associations it
engenders. To understand a woerd means o set a weight
function, quantitative-discrete "key" on the associative field
continvum, the weight function assigning different weights
to vanous sections of the field, or ranging difforow
associations according to  their  force, stability, wvalue or
propertics. Recurring connections  between  words  ame
reproduced  in cognitive and commaunicative provssses,
senses associating, thereby fixing themscives in language
and cullure according to structore based on the defimte
numerical  code. Associations  between  words  ang
transforming into word associations, forming irhages of word
or word distribution. In the mind of a linguistic commusity
- at the logically structurived level - these assoviations
become fixed and eventuaily transformed info meunings.
Meanings arc associations {ixed in  the process of
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large number of proper syndromes lead to very a bulky
data array;

-a high degree of variety in symptoms and syndromes -

description and a terminological confusion;

- the absence of sufficient statistics for most items.

We think that all these difficulties may only be
overcome by using computer methods of diagnostics, these
diagnostics based not only on Data Base systems, but on
artificial intelligence and decision support methods as
well,

We made the first step in this direction by developing the
"Diagnostic Point" program (the  description is
appended). Its diagnostic algorithm is based on the
available statistical data and on the idea of diagnostic
significance of the symptoms of inborn-hereditary
syndromes. This significance reflects the expectations
of the specialist working with the system.

"Diagnostic Point" is the result of collaboration
between the Syndromology and Clinical Genetics
Group (S.S.Rudakov, Doctor of Medicine) of the Russian
Medical University and the Systems Analysis Institute, the
Russian Academy of Sciences (Yu.A.Dubov, Doctor of
Sciences).

We believe that the system has * at least two useful
properties:

- judging from the results of clinical tests, its

diagnostic abilities are very good;

-~ it incorporates original mathematical ideas and it is

not an expert system in the classical sense of the

word.

We envisage practical implementation of the system for
the following purposes:

- diagnostics of hereditary and congenital syndromes;

- consultations in medico-genetics;

- trainipg medical students in the field;

- research purposes.

4. Notwithstanding the obvious practical benefit of ihis

. programme we recognize its limitations. We therefore

suggest the following project, which involves development of
diagnostic programs for syndromology of a human being,
based on the results of linguistic association tests. This
project is carried out in collaboration with  the
"Lingua" Cooperative (V.A.Dolinsky, Doctor of Philosophy).

The need for this approach follows from the fact that the
above mentioned reasons for the drawbacks of syndromal
diagnostics may be formulated as semantically indistinct
description of syndromes. This is due to insufficient
knowledge of semantic relations between these descriptions
and features of the syndromes and also to the lack of
undesstanding of their linguistic structure.
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5.-We  expect - that indistinct  description  in
syndromology possibility may be eliminated. As a result the
list of inborn-hereditary syndromes and their indicators may
be verificd by applying the controlled associative
experiment. In this experiment, experts in syndromology
and other fields of clinical medicine will have to give
verbal responses to word-stimuli related to the informative
signs of various syndromes. The rank-frequency and
the spectrum-frequency distribution of these associations
will reflect qualitative and quantitative parameters of
“semantic fields" of syndromes.

We plan to conduct a controlled associative experiment
in order to register discrete and/or continuous response to
the offered stimuli and present the obtained data with the
help of special software imitation of collective associative
memory. It is also expected that the associative experiment,
will bring us the solution to one of the key problem of
artificial intelligence: the integration of the information
obtained from different experts.

The methodology and the mathematical apparatus of the
association data processing have been elaborated in  detail.
The wave structure of verbal associations identified
recently (V.A. Dolinsky) is of particular interest for the
development of algorithms,

The data of the linguistic associative experiment will be
used for the construction of the "Associative Thesaurus of
Syndromes" database modelled on semantic-associative
fields. The system "Associative Thesaurus of Syndromes"
will make it possible to carry out differentiated diagnoses
of human inborn-hereditary syndromes.

The data based on the above-mentioned algorithm will
provide the user with information on both syndromes and
symptoms,

AcconuaTVBHBI Te3aypyc CUHAPOMOUB
(AcconuaTupHetii sHCIIEPEMEHT B MPHKIAJHOM
necIenoBARNR)
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Abstract
We investigate how to construct an efficient method for spelling error detection and correction
under the prerequisite of using a word list that is encoded and not possible to decode. Our
method is probabilistic and the word list is stored as a Bloom filter. In particnlar we study
liow to handle compound words and inflections in Swedish.

Keywords: spelling error detection, spelling error correction, Bloom filter

1 Introduction

How to automatically detect and correct spelling errors is an old problem. Nowadays, most. word
processors include some sort of spelling error detection. The traditional way of detecting spelling
errors is to use a word list, usually also containing some grammatical information, and to look up
every word in the text in the word list. [6].

The main problem with this solution is that if the word list is not large enough the algorithm
will report several correct words as misspelled, because they are not included in the word list. For
most. natural languages the size of word list needed is too large to fit in the working memory of
an ordinary computer. In Swedish this is a big problem, because infinitely many new words can
be constructed as compound words.

There is a way to reduce the size of tlie stored word list by using Bloom filters [1]. Then the
word list is stored as an array of bits (zeroes and ones), and only two operations are allowed:
checking if a specific word is in the word list and adding a new word to the word list. Both
operations are extremely fast and the size of the stored data is greatly reduced.

There are two drawbacks to Bloom filters: there is a tiny probability that a word not in the
word list i$ considered to be in the word list, and we cannot store any other information than the
words themselves, for example grammatical information.

The word list is stored encoded in a form that. is impossible to decode—-this is often a prereq-
uisite for commercial distribution. A program that detects exactly the words that are not in the
word list. can never protect its word list, no matter how it is encoded. This is because it is possible
for a modern computer to test, in a few hours, all reasonable combinations of letters and in that
Way reconstruct the complete word list. This is a crucial advantage of probabilistic spelling error
detection methods.

Under the prerequisite of using Bloom filters we have developed a method for finding and

carrecting misspellings in Swedish texts. The method also works for other languages, similar to
Swedis) '

‘E’!leﬂllil‘ mail: domoij@nada.kth.se, joachimmatematik.su.sa, viggodnads.kth.se
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In this paper we describe the concept of Bloem filters and how it is possible, in spite of
the restrictions of the Bloom filters, to handle inflections, compound words and spelling error
correction. We discuss the differences between correcting touch-typed texts and optically scanned
texts.

2 Swedish word formation

Swedish is a morphologically rich language compared to English. An ordinary verb in Swedish
has more than ten different inflectional forms. This makes word listing a heavy task for ordinary
computers.

Most words can also be compounded to form a completely new word. For example, the verb
rulla (roll) can combine with skridsko (skate) to form the word rullskridsko (roller skate). Since
words can combine without limit, it is not even possible to list them. This is a considerable
problem for Swedish spell checkers. A great deal of the tiring false alarms that make Swedish spell
checkers impractical are compound words.

As the example of Swedish compounding above shows, it is not always possible just to put
two words together 1o form a compound. Stem alteration is often the case, which can mean that
the last letter of the initial word stem is deleted or changed, depending (roughly) on what part of
speech and inflectional group it belongs to. Between different compound parts an extra -s- is often
added. However, individual words tend to behave idiosyncratically, thus making compounding
hard to describe by general rules.

3 Bloom filters

For a long time, the predominant search method has been hashing. The basic idea is to assign
an integer to every search key. These integers are then used as indexes into a table that holds all
the keys. Ideally, there would be a one-to-one correspondence between the integer indexes and
the keys, but this is not necessary and is in fact not even desirable in our application. To achieve
good results, it is essential that the function which maps search keys to integers can be quickly
computed and that the integers are distributed evenly over all possible table indexes.

If the problem at hand is simply a test for membership (e.g., to check if a word belongs to a
word list), then Bloom filters [1] can be used. A Bloom filter is a special kind of hash table, where
each entry is either ‘0’ or ‘1’, and where we make repeated hashings into. a single table (using
different. hash functions each time).

A word is added to the table by applying each hash function to the word and entering ‘1’s in
the corresponding positions (i.e., the integer indices that the hash functions return).

To check if a word belongs to the word list, you apply the same hash functions and check if all
the entries are equal to ‘1. If not all entries are equal to ‘1’, then the word was not in the word
list.

It can happen that a word gets accepted even if it is not in the word list. The reason is that

two different. words may have the same signature, i.e., ‘1’s in the same positions. Fortunately, the ‘

probability for such collisions can easily be adjusted to a specific application. All we have to do is
to change the size of the table and the number of hash functions.

Let us compute the probability that a word not in the word list will be accepted by the Bloom
filter. Suppose that the word list consists of n words, that the size of the hash table is m, and
that we use k independent and evenly distributed hash functions. We would like to compute the
probability that the values of the k functions all point to entries equal to ‘1.

In the hash table n words have been siored, and for each word k entries have been set to ‘1.
The probability that a specified entry in the table is still ‘0’ after that is

(1ais)ia

T2

assuming that the & - n table entry settings were independent. The probability that & random

entries in the table all are ‘1’ is
1 k'ﬂ k
58 = [1_ (1-1) ]
m

The minimum of this function is fouﬁd when
1 kn .
f'(k):():}(l——-) =l,
m 2
which means that tlie hash table is used optimally when it is half-filled with ones. We get.

In2
= mIn2 0,69 =
n-in(l- =) n n

and the error probability is
f(k)=27%
Example: If the word list contains n = 100 000 words and we choose m = 2000000 as the size
of the hash table, we should choose
2000000
100000

i.c., we should use 14 hash functions in the Bloowm filler. The probability that ¢ random word is
accepted is f(14) = 6-107° = 0.006%.

k=In2. ~ 13.9 =~ 14,

4 Compounding and inflection

In our program, compounding and inflection are handled by an algorithm that uses a list of ending
rules together with three different word lists.

1. the ezception list, containing words that cannot be part of a compound at all,

2. the lust part list, containing words that can end a compound or be an independent word,

3. the first part list, containing altered word stems that can form the first or middle part of a

compound.

Inflection is handled in a straight forward but. unconventional way. We are trying a heuristical
method to reduce the number of word forms listed, and ensure that all forms of a word is repre-
sented. The lest part list presented above does not. actually contain all inflectional word forms. It
only contains the basic word forms needed to infer the existence of the rest from ending rules.

Both basic word forms and altered word stems are (semi-) automatically constructed from a
machine readable dictionary with inflectional and compound information.

The complete look-up scheme looks like this:

input word '

exception list
m

* lastpart list [ ending rules
I

first part list
(recursive)

v

legal word? yes/no
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When a word is checked, the algorithm consults the lists in the order illustrated above. In
the trivial case, the input word is found directly in the erception list or the last part list. If
the input word is a compound, only its last part is confirmed in the lust part list. Then the
first part list is looked up to acknowledge its first part. If the compound has more parts than
two, a recursive consultation is performed. The algorithm optionally inserts an extra -s- between
compound parts, to account. for the fact that an extra -s- is generally inserted hetween the second
and third compound parts.

The ending rule component is only consulted if an input. word cannot. be found neither in the
ezception list nor the last part list. If the last part of the input word matches a rule-ending, it is
considered a legal ending under the condition that the related basic inflectional forms are in the
last part list. In this way, only three noun forms, out. of normally eight, must be stored in the last
part list. The other noun forms are inferred by ending rules.

Consider the input word porslinsdockorna (porslin=porcelain, dockorna=the dolls). The input
word cannot. be found in the ezception list nor the last part list. Therefore the ending rules are
consnlted. The following ending rule is found.

-0rng = -ai, -dn, -or

The rule above is to be read (somewhat simplified) like this: If the words dock-a (doll), dock-an
(the doll) and dock-or (dolls) are in the last part list, then the word dock-orna (the dolls) is a legal
word.

Finally the first part list is consulted. There the first. part of the compound (parslins-) is found,
thus confirming the legality of the input word.

Our handling of inflections is a possible source of error. For example, the non-existing word
dckorna can be constructed using the rule abiove since the words deka (degenerate), dekan (dean)
and dekor (scenery) all exist in Swedish. It is important to design the rules in such a way that
the number of incorrect words that can be constructed is minimized. There are different ways to
obtain better rules. We can include a new suffix on the right hand side of the rule, and at the
same time expand the word list with the corresponding inflectional word forms. Another way is to
substitute a new suffix for a suffix on the right hand side. A third method is to include a negated
suffir which works in the following way. If the negated suffix § is included, and a word exists in
the word list. with the suffix S, then the rule cannot be applied to that word.

In order to compare different variants of ending rules we generate all possible words that. can
be constructed from a specific rule. Using the rule in the example above, 1532 words can be
generated, and only two of them are incorrect. Thus, the error'is 2/1532 = 0.0013.

5 Spelling error correction

Many studies, see for example Dameran [3] and Peterson {8], show that four common mistakes

~ cause 80 to 90 percent of all typing errors: transposition of two adjacent letters, one extra letter,

one missing letter, and one wrong letter. A method that has proven to be useful for generating
spelling correction suggestions is to generate all words that correspond to these four types of
mistakes, and see which are correct words.

Words that are generated in this way are said to lie at distance of one from the original word.
If there are no correct words within this distance, one could continue the search by increasing the
distance by one at each step, but this is of course a very expensive process. An alternative method
is described in [4].

This metric is well suited for touch-typed text but other metrics should be used for texts
entered in other ways. For instance, hand-written text, and texts that have been entered using
OCR-techniques, sce [9] and the section below, are likely to contain different types of errors.

A problem with the probabilistic method is that when we generate many suggestions for a
misspelled word there is a slight. possibility that an incorrect word may slip in. It is however
possible to reduce such errors to a minimum by introducing a graphotactical table as suggested by
Mullin and Margoliash [7]. This table holds all allowed n-grams, i.e., combinations of n letters,
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for some prespecified limit n. We have chosen n = 4 and we store the graphotactical table using
one bit for every possible 4-gram, ‘1’ if there is a Swedish word that contains the 4-gram and ‘0’
otherwise. A word is accepted as correct only if all its 4-grams appear in the table.

Thus, the reasonableness of the generated words is checked both against the Bloom filter and
the graphotactical table. The words that pass both tests will be proposed as corrections.

One should note that the graphotactical table has to be updated if we allow the user to add
her own words; fortunately, this is easy.

In earlier studies of automatic spelling correction, see for instance Takahashi et al. [9], it has
been considered impractical to use word lists larger than about 10 000 words. Using our methods,
it. is possible to have extremely large word lists without sacrificing speed.

6 Correction in optically scanned documents

Correction in connection with OCR is in many ways different from the ordinary spelling correction
described above. Not only are we faced with typing errors, but also errors due to imperfections in
the text recognition device used. Even a high quality system with a characler recognition accuracy
rate as high as 99% may result in a mere 95% word recognition accuracy rate, because one error
per 100 characters equates to roughly one error per 20 words, assuming five-character words.

In an optically scanned document we can expect similar looking characters, or groups of char-
acters, such as: ‘00, ‘P11, *A’-*.4’, and ‘a’-‘a’-'4’-‘4’-‘a’, to cause problems. This is common
source of error, especially in a langnage such as Swedish where ‘a’, ‘d’, and ‘6’ are very common
“real” letters, i.e., not simply ‘a’, and ‘o’ with diacritical inarks. Our preliminary results suggest
that roughly half of the errors in optically scanned Swedish texts are of this type.

It is natural to choose a metric, i.e., measure of distance between words, different. from the one
used for (directly) tonch-typed texts. In contrast to the usual minimmn edit distanee, nomuteger
distances are used here.

Our earlier remarks suggest that this inetric depends both on the shape of the characters, and
the language (n-gram frequencies). As a step toward fully automatic word correction, or at least
in order to help the user of an interactive program, the potential correciions should be ordered
by increasing disiance from the misspetled word. At the moment, we consider this ranking of
candidates to be the most interesting practical problem. The reason for this is that in nearly all
cases the correct word is to be found among the candidates, so the real problemn is to pick the right
candidate, We are currently investigating techniques along the lines of Kernighan et al. [2, 5].

7 Recreating the word list

Any spelling error detection program’s word list can be recreated using the following algorithm.

Generate all possible combinations of letters (using the graphotactical table to throw away
impossible words) and input them to the spelling error detection program. Note which words the
program accepts. These words form the word list.

If the spelling error detection is exact we have recreated the word list exactly, but if it is
probabilistic we have got a word list that contains some errors.

If we use the algorithm on our spelling error detection program we will get about 2% nonsense
words, which will make the word list useless for others.

This error should not be confused with the probability that a misspelled word is accepted by
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the Bloom filter, which is 0.006% in owr program.

8 Performance of our method

Here are some notes on the performance of the current implementation of our method. The
computer used is a Sun Sparce station ELC, a Unix machine comparable with a fast 486 PC.
o Speed:

~ Jooking up words in the creeption list and the last part hist only: 2500 words/sec,
- general spelling detection (including compounding and inflection): 700 words/sec,

— spelling error correction: 20 words/sec.
o Menmory requirements:

first. part list 250 kbyte,
- last part list 100 kbyte,
exceplion list 25 kbyte,

graphotactical tahle 100 kbyte,

!

ending rules 10 kbyte.
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Abstract
In our last paper [1], we proposed a new parameter, G (=log(V/L){log(N)-1}) , where N is the
number of words and L the number of different words, which represents constraint of the target

‘text represented by ASCII code. We found that the same measure is applicable to Japanese text

which has no clear word segmentation. By statistical analysis of kanji, kata-kana and alphabetic
strings, Japanese text was found to have the similar distribution as English text or computer
languagé. We also introduced a "joint entropy " of string[i] and string[j] where the latter stririg
follows the former string after fixed distance. Here, the distance means the number of words( or
defined character strings) betwenn string[i] and string[j]. This entropy is a measure of repetitive
description (phrase) in the text. '

Introduction |

It has been well understood that normal Natural Language Processing technology . helps few of
the real applications. However, much simpler approach by numerical calculations of natural
language has been contributing as useful applications. English error correction by n-gram is one of
the earlier example[2). But the same strategy does not work for Japanese text whose words are
imbedded in the continuous character strings. Even for a simple application, such as OCR error
correction, heavy grammatical parsing is required{3). This is still far from real-time text processing
of large volume of Japanese text. -

In Japanese text, kanji has been used for more than 1500 years since it had been introduced from
ancient China. In 10-th century, hira-kana and kata-kana were invented for phonetic expressions.
These two kanas were used mixed together without clear standard for next 900 years or more. It is
only 50 years ago that modern writing style was standardized; newly introduced words from
foreign countries are expressed by kata-kana and other phonetic description is made by hira-kana
mixed with kanji which represents most of nouns-or some verbs. Sometimes, alphabet is directly
flse'd in the text recently. As a result, kata-kana, kanji or alphabet strings are commonly observable
In modern Japanese text. It is important to note that most of non-hirakana strings are nouns.
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Considering this situation, Nagao, Mizutani and Ikeda applied a simple rule to pick up a possible
keyword by extracting non-hirakana character-string in a Japanese text[4]. So the problem is just
to extract these different character scts which are easily classified using their JIS-code expression
(J1S=Japanese Industrial Standard). By JIS-code, kanji, hira-kana, kata-kana and JIS style
alphabets are well classified as is shown in figure 1. Probably, Nagao's work is the first high

speed Japanese text processing system using only statistical computations.

Statistical Analysis of Japanese Text

According to our earilier work [ 1], English is roughly classified in the order of constraint by a
parameter G which is defined as

log(N/L){log(N) - 1}

where, N is the number of words and L the number of different words in the target text. In the
same paper, it was mentioned that phonetically expressed Japanese text seemed to have the same
tendancy. Using similar approach as Nagao, et al., we extracted kanji, kata-kana and alphabet
character strings and calculated the parameter G. JIS code expression of Japanese characters are
easily identified from ASCII by the first bit of 2 Byte code, which is 1. On the other hand, ASCII
code starts from 0 bit. If the code is ASCII, the sentence is easily decomposed into each word {1].

To measure another attribute of a text, we introduced "Joint Entropy” among high frequency
character-strings (word for English): If both of the string[i] and strirg[j] are within top 5% of
frequency distribution, and if string/j] follows just after string/i], joint frequency H(i j) is
incremented. Then, we can define Joint Entropy §;

plig] = H[ijliT,

§ = - Lplij] log(plij))

ij CU

where, U is the set of top-5% of the vocabulary, nufnbcr T the 5% of the vocabulary.

For kanji string measurement, we take only first two kanjis, because, each kanji easily connects
1o other kanji string to make a new compound word. This two-character kanji string strategy
avoides too large vocabulary. Fig.2 shows an example of the frequency distribution.

Before applying this discussion to Japanese text, English texts has been plotted on a graph of
parameter G and a new parameter S. The result confirms again our earlier work that G is a measure
of constraint of the text(Fig. 3). Here, the texts are categorized as C:computer language, E:expert's
knowledge, M:manual, T:technical book, N:novels, W:newspaper and magazine (Table.1).

Figure 4 is the result of the analysis applied to 36 different Japanese texts. Both results, English
and Japanese are well segregated by G, lower G suggests normal text while larger G suggests high
constrained text. From our definition, S is a measure of repeated use of the same phrase. It is well
understandable that § has some correlation with G, because a constraint text tends to have
stereotyped or flat expressions. The cormrelation ratio found to be 0.64(Fig.5).
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In English, high frequency words are common words like, that, is, are, a, it or the, whose
connectivity is carefully avoided in sofisticated sentence like newspaper editorials.(Fig.3).

Conzlusion

The parameter G ( =log(N/L){log(N)-1}) , where, N is the number of strings and L the number
of different strings, is a good measure of constraint for Japanese text if selectedl sets of character
strings are concerned. The joint entropy S, which is defined from its high frequency character

strings, suggests repeating expression in the text.
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—= -
3= O3 Summary
' T4 5 The authors present the ANA system which is capable of automatically sclecting the
i terminology from a technical domain by the analysis of free text. It uses statistical procedures
' won t and a few heuristics which have been inspired by the human learning of a mother tongue.
| s= : Because the system does not need any syntactical or lexical resources, it is independent of the
(& 8

language (English, French, ctc.) and of the level of discourse (technical, colloquial).

Topical paper : documentation and information retrieval, large corpora, knowledge
acquisition.

Introduction

The automatic selection of the terminology of a domain has been mainly studied for automatic
indexation. BETTS showed that the best quality systems were those which have thesaurus”
disposal [BETTS 91]. Also, there is a lack of predefined thesaurus in many technical or
scicntific new domain, and building a thesaurus requires the participation of specialists of the
domain and of terminologists. This a costly work, strongly depending on the willingness of
specialists of the domain.

In this paper we present a new approch called ANA 'Automatic Natural Acquisition’. In the
first part we shall present our main ideas, a hearistic to modelize the ability to learn a mother
tongue, and some tools to recognize the different forms of a unique information. The sccond
o part will includc the general architecture of the ANA system, the detail of the progedures we
1o created according to our specifications. In the last part we shall show some results and
evaluations.
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Qur goal is to define a new way to automatically select the terminology of a domain. These
elements of the terminology, that we call terms, could be used to index the texts or Lo
build a taxonomy, and also in other tasks of natural language processing as decsambiguation
of words or text generation [SMAD 90].

Note that our convention is to always write terms in capital letters.

:gi L1 - Specificati

No_linguistic knowiedge

First, the system should have the ability to treat any text, even if it is not well-written.
Actually, there is an industrial necd of automatic systems capabic of dealing with technical
texts, but also with interviews (in a knowledge fecdback stage for instance). In these
technical texts, correct syntactical structures are not always adhered to, and
neologisms frequently occur!. In addition, the huge quantity of texts does not allow for

@

10

™ manva

© cautos

() Novels:Ouers

@ Newspaper&Magazine

@ Advertizement,
@ Technical

‘ | According to [FALZ 89} we say that these texts are written in an operative language. These languages are
characterized by the lack of synionymous and the strong use of the enunciative form.
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some links between terms are automatically generated, and we intend to transform the set of
terms into a semantic network. )

The three lists previously determined by the 'Familiarization' module solely constitute the
required knowledge to discriminate the terms from the free texts.

free functional words ANA
texts - Familiarization scheme words
boolstrap
Discovery

semantic
network

Jig. 1 - General architecture

We now define the three procedures to qualify strings as new terms. We rely heavily upon
the postulate which we defined previously (i.e. «frequent co-occurrences of facts are
semantically significant.»).
* Wc consider that two facts co-occur when they are scparated by less than a fixed
number of terms or words. In such a case they are said to be in the same window.
* 'Co-occurrences of facts' will have different interpretations. It could be :
- two terms for the term extraction by ‘expression’,
- a term and a 'scheme word' for the term cxtraction by ‘candidate’,
- a term and a word for the term extraction by ‘expansion’.

The presentation of these three cases will be illustrated by examples in English on 'Do It
Yoursell domain, with

= wrnnc = {Ilubl "unyll |lr()rll Ilinﬂ llisll Ilmayll llorll “Ol’“ "[ht:" "[hiS" “[0"}.

- "of" is a 'scheme word'

- "WOOD" "COLOUR" "BEECH" "TIMBER", "DIESEL", "ENGINE" arc some terms

° ‘l.!ip : - : :l
A new term is qualificd in the expression manner when two existing terms appear frequently
(threshold Tyxe) with almost the same arrangement. The most frequent arrangement becomes
anew term (and is inserted in a semantic network).
example;
Here are some items of free texts in which the two terms "DIESEL" and "ENGINE" have
been identified in the same window :
.. "the" |"DIESEL" "ENGINE"] “is" ...
.. "this” | "DIESEL" "ENGINE"| "has” ...
.. "a" [ "DIESEL" "ENGINE"| "never" ...
Result @ "DIESEL ENGINE" is qualified as a new term. It is linked to "DIESEL" and
"ENGINE" (fig.2).

.
e (s Ft

A new term is qualified in the candidate manner when an existing term appears frequently
(threshold Teanp) with & word that links a 'scheme word’. This word then becomes a new
term.
example: :
Here are some items of free texts in which appear in the same window some terms
("WOoOD" "COLOUR" "BEECH" "TIMBER"), the word "shape”, and the ‘scheme word’
“of" between them ¢

.. "any" | "shade "of" "WOOD"| "could" ...
.. "this" ["shade "of" "COLOUR"] “is" ...
.. "the" ["shade "of" "BEECH"| "may" ...
... "new” ["shade "of" "TIMBER"| ...

86

... "same" | "shade "of" "WOOD"| "in" ...
Result : "SHADE" is qualified a new term.

° X

A new term is qualified in the expansion manner when an existing term appears frequently
(threshold Texpa) With the same succession of words. This succession should not include any
term, or any 'scheme word'. The beginning and ending of the new term should not be
'functional words'.

example:
Here are some items of free texts in which appear in the same window the same term
"WOODS" with the same term "soft" :

. "use" "any" |"soft" "WOODS"| "to” “make" "this" ...
... "buy" "this" I"soft" "WOODS"| “or" "plastic” "for" ...

... "cheapest"” I"soﬂ" "WOODS"| "comés” “from" ...

Result : "SOFT WOODS" is qualificd as a new term and inserted in the semantic network
with a link to "WOODS" (fig.2).

* Semantic network

In the semantic network we represent some morphological relations, and also the co-
occurrence of terms. "DIESEL" and "ENGINE", for example, could occur together but not as
"DIESEL ENGINE" : in the sentence «we need diesel for the engine» it could be interesting to
disambiguate easily the word "engine” by taking in account the proximity of "diesel".

DIESEL DIESEL | WOODS
ENGINE L—L’\ T
ENGINE SHADE wOoODb

fig. 2 - The semantic network framed by terms

* Incremental process
The discovery module is incremental. The system carries on analysing the texts until it
does not find any new term. Here are the different stages of treatment for each text :

1 - The system reduces the text by replacing all the signs which are not letter or digit by the
blank letter. This 'reduction’ step avoids problems which arise due to badly punctuated
texts (as ours were), and makes the system both simple and easily maintenable.

2 - A lexical analysis is performed to recognize the terms previously discovered.

3 - The system collects some items of text and memorizes them in the relevant objects

. (‘expressions’, 'candidates' and 'expansions’).

4 - These items of text are analysed in order to discover new terms and include them in the
semantic network.

5 - If new terms appeared the text is analysed again (step 1), if not it stops.

III - Results
English texts

Here are some results obtained by the analysis of scientific papers about acoustics.
Because.we had only 25,000 words of text we could not perform the 'familiarization’ step and
had to give to the system the lists normally provided by this module:

* Data : 2 'scheme words' ("of", "of the"), 34 'functional words', 29 elements in the
‘bootstrap' ("ARRAY", "BEAMFORMING", "BOILING", "BUBBLES", "EXPERIMENTS", "IMAGE",
"TRANSMISSION", "PULSE", "LEAKS", “TEMPERATURE", "MONITOR", "INSTRUMENTATION", "REACTOR",
"RMS", "RECOGNITION", "SCANNING", "SUBASSEMBLIES ", "IMPULSIVE ", "SIGNAL", "TRANSDUCERS",
"SOUNDS", "STRUCTURES", "SENSORS", “LOCATION", -"SODIUM WATER REACTION", "SGU",
“ULTRASONICS", "VELOCITY", "“WAVEGUIDE")

* Results: 200 new were found. Here is a sample :

ACOUSTIC ACTIVITY ACOUSTIC AMPLITUDES
ACOUSTIC BOILING NOISE DETECTION ACOUSTIC LEAK DETECTION
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ACQUSTIC LEAK DETECTION SYSTEM ACOUSTIC PULSE

ACQUSTIC SIGNAL AMPLITUDE ACOUSTIC SOURCE LOCATION
ACOUSTIC TRANSMISSION IN SGUS PLANT AND| ACOUSTIC SURVEILLANCE TECHNIQUES
LLABORATORY MEASUREMENTS - FOR SGU LEAK

ACQUSTIC SURVEILLANCE ADVANCED SIGNAL PROCESSING
AMPLITUDE i ATTENUATION

ATTENUATION IN X CELIL. ATTENUATION OF ACOUSTIC SIGNAL
BACKGROUND NOISEIN A SGU BEEN SET

BEST ESTIMATED SOURCE LOCATION DIAMETER OF THE SUBASSEMBLY
DISTANCE TRAVELED IN CELL DROP VELOCITY

DURING A REACTOR SHUTDOWN ESTIMATE

ESTIMATED SOURCE LOCATION EXPERIMENT HAS SHOWN
[XPERIMIINTAL ARRANGEMENT EXPERIMENTAL MODEL
EXPERIMENTAL PROGRAMMIEE FAST REACTOR

NUCLEAR FAST REACTORS NUCLEAR REACTOR

PATH LENGTH THROUGH A CH L. ‘| PATTERN RECOGNITION

SIGNAL AMPLITUDES SIGNAL ATTENUTION

SIGNAL PROCESSING SIGNAL PROCESSING TECHNIQUES
SIGNAL STRENGTH SIGNAL TO NOISE RATIO

VELOCTTY OF SOUND VELOCITY OF SOUND IN SODIUM

Of course, all are not proper terms : "BEEN

SET" or "EXPERIMENT HAS SHOWN", for

instance, are bad. However, an evaluation has shown that specialists in this particular domain
would kecp at least three quaters of these terms.

In addition, such a list of terms can be quickly corrected, as compared to the time which
would be involved in the manual selection of terms from free texts.

rench tex

We carried out some experiments on French interviews about the fast-breeder reactor Super-

Phenix. We performed the familiarisation step with good results except for the "functional

words' list in which we had to add some terms. This treatment will have to be improved. All

the other initializations were automatically performed.

« Data : Texts @ 120,000 words in texts, 100 ‘functional words', 6 scheme words', 125 terms in
the ‘bootstrap'.

* Results - more than 3000 new teims.,

These results have previously been published in [ENGU 92 annex 5 and 3,

Conclusion

The ANA system selects the terms about any technical or scientific domain. It is specialized in
large corpora which has poor quality because it learns about the language used in texts
through an induction process. The texts have not not be corrected, there is no need for any
syntactical parser or lexicon,.

Currently we are using the same 'natural’ approach to extract some semantic knowledge from
networks build by the ANA system (see [ENGU 92] in annex 4).
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Abstract

This paper aims at the definition of a logical representation for the coherence of a sentence with
respect 1o a set of conceptual criteria, in order to prevent the formulation of conceptually incoherent
sentences in a natural language interface. First, we define a model for conceptual knowledge
corresponding to the most frequent types of incoherence ; this model is derived from the
mathematical theory of sets, its uses relations defined on sets and set cardinality. Then, we define
the conceptual representation of a sentence in a logical form, from which we can determine whether
the sentence is coherent or not.

Submitted to QUALICO 94, Second Imernational Conference on Quantitative Linguistics,
«Moscow, Russia, 20-24 September 1994.

Topical paper

I
" Topic area : Using the mathematical theory of sets for conceptual analysis of scntences
|
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1. INTRODUCTION

The objective of this work is the definition of a logical representation for the coherence of i sentence
with respect to a set of eriteria we call concepual.

The framework of our research is the French project ILLICO, which aims at developing a generator
of natural language intertaces in which sentences are composed in a guided mode : at each step of the
composition of a sentence. the system has (o propose to the user the only words that can lead 1o a
lexically. syntactically and conceptually well-formed sentence ; in order to do this. the words are
selected from linguistic and conceprual knowledge about the world of the interfaced application |7].
This paper deals with the well-formedness at the conceptual level @ we want to prevent the
formulation of linguistically correct but conceptually incoherent-sentences, such as the rabbit speaks,
the mothers of Peter. the average of my mark, etc.

To represent semantics of sentences, we use a (classical) logical language, whose syntax is
described in part 2. Then. we have to encircle the nature of conceptual knowledge it is necessary 1o
take into account to prevent incoherences, and to define an appropriate representation of sentence
incoherence.

Much research has been done around the problem of determining the truth value of a sentence in a
given situation. It has been proved that a two-valued logical system is not sufficient, because
incoherent sentences can be considered neither true nor false. To be able to model incoherence,
systems generally use three logical values (true, false and incoherent -also called "absurd" or
“undefined"”-) and several truth-tables have been proposed (e.g. {10] [2] [11}]).

We propose here a rather different method to model sentence incoherence.

« First. by means of a few examples, we will show the most frequent types of incoherences and the
two conceptual criteria which must be respected in order to prevent these incoherences.

« Secondly, we: will define a model which permits us to explicitly express, in a logical form,
conceptual knowledge corresponding to the criteria. This model is derived from the mathematical
theory of sets, it uses relations on sets and set cardinality. .

To express the conditions for using the symbols necessary to ensure that the criteria are respected,
we define constraints attached to the relational symbols used for the semantic representation of
sentences.

+ Finally, we will define the conceptual representation of a sentence : 10 each sentence S, we will
associate a formula, built from the semantic representation of S and from the prgviously detined

constraints. The conceptual representation of S will permit us to determine whether it is coherent of

not. by using a classical two-valued logic.

2. A LOGICAL REPRESENTATION OF SENTENCES

We consider the world of the interfaced application as a set E of individuals inter-connected by’

relations, that can be described through natural language sentences.

By using singular or plural noun phrases, sentences express connections between objects that caf

oceur either individually or inside sets. So as has been proposed in [9] and (2], we study relation’

connecting sets of individuals.

We represent the semantics of these sentences by using the language of logic ; we define : |
|I

« A set R of relational symbols. |

Each n-ary relational symbol represents a verb phrase ; it is defined cither from a verb or from

noun or from an adjective. A relation in E® is associated to it : talk(x), send(x.y.2), be-human(¥h
be-John(x), be-father-of(x.y), be-blue(x), etc. ; the arguments x.y,... represent the subject 4
complements of the verb phrase represented by the symbol.

* A set V of variables.

Each variable x represents a st of individuals, and we note | x| its cardinality. y
According to the noun phrase denoting x, 1x | is more or less well known (a rabbi, Peter and PO
three children, books, several professors, etc.). -

90

L ] . . . . .
3 mI:? d{)mam criteria, which prevents expressions such as the rabbit speaks, the mother of the
ountain, the table eats a pencil ; it imposes that the argument (xj,....xp) of a symbol r is included

e

« The set S of all intervals of : e o
AR O als of the type [a,b], where a is an integer and b is either an i
greater than a, of o, ype [a,b], w g a, or an integer

For each set.x, according to the natural language denotation of x, there exists a minimal clement »
G guag element g(.x)

of J such that | x| e'g(x). For example : for a singular, g(x) = [1.1] ; for an indetinite plural, we

only know that | x| is greater than 1, so g(x) = [2.e°].

We will use the notation (x| [a.b] ) to mean "a set x such that : {x| & [a.b] ".

« Let L be the logical language defined by :
- the vocabulary: R U VU G u (=oa, v, =, ¥,3,,, (), 1)
- the formulas of the four following types, where f] and f2 are formulas of L :
1) f = r(xq,....xn) with re R and xje'V
2) f == 1.
3)f=fichh
4) £ =q(xl{ab]) f;

with ce (A, Vv, =)
with qe (V,3} and [able S

Ip tl'1e .tc‘>llowmg parts of the paper, we limit our study to natural language sentences whose
semantics can be represented in L. This type of logical language has been used by numerous
systems to represent semantics of simple sentences since Montague's work on semantics [8] [6] [2].

Example : The sentence Students listen to Peter has the following semantic representation :
3 (x|[2,0]) ( be-student(x) A ( 3(yl[1,1]) be-Peter(y) A listen-to(x,y) ) ) -

The definition of this_logica! language is not the objective of this paper. So, we have chosen it very
simple, for it is sufficient to illustrate our study of incoherence described below. -

3. WHICH CONCEPTUAL INCOHERENCES ?

We will consider that a natural language sentence is incoherent if it contains a transgression to lexical
presuppositions of the world of discourse, i.e. if it is in opposition to "obvious" (or "common-
sense”) knowledge attached to the words used in the sentence.

For example, we consider that the expressions the rabbit speaks, the mothers of Peter, the average
of my mark are lexically and syntactically correct but conceptually incoherent for it is obvious that
rabbits don't speak, that a person has only one mother, and that we need several marks to compute
their average. Moreover, we consider that the rabbit does not speak, does the rabbit speak ? also are
Incoherent sentences ; this interpretation of coherence agrees with numerous studies done in the area
of natural language logic : it is an established fact that, if a proposition is incoherent, its negation is
also incoherent, and so is the associated interrogative form (11]. '

Iﬁoﬁ?vﬂt the production of such sentences in a natural language processing system, this "obvious"
B f:t 1.,? mg;t lbe modelled in an appropriate form. In our system, it will be contained in the
e ([:J ;1.1 m]. el of ‘thc application, by means of a set of constraints that express which sets of
COnditioor-mfu as are conceptually acceptable ; these constraints then define, for each symbol r, the
e ns for an n-uplet (x:_,:..,.t,,j to be in the graph of the relation associated to r. They’
rrespond to lexical presuppositions commonly attached to the verb phrase represented by r.

W [ « . . .
ine limit our study, here, to the two following criteria, which correspond to the most frequent
Coherences we find in sentences : ‘ '

ln A ¢nenial o -
hu;ln;pu.ual subset of E". For example, the argument x of speak(x) must be included in the set of
ns. The incoherence of the sentence the rabbit speaks comes from the fact that the sets of

fabbits and humans are disjoi j i
i and joint. On the other hand, the child speaks is coherent b S
Children is included in the set of humans. s e e
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J So. to prevent this type of incoherence, it will be necessary to distinguish a number of subsets of E
I and to specity their possible inclusion or disjunction inter-relations.

i « The connectivity criteria. which prevents incoherences due to a misuse of singular or plural. as the
maothers of Peter, the student is mumerous, the average of my mark; it imposes conditions on the

“ cardinalities of the arguments x; of a symbol r. Examples :

- In the tomwila be-mather-ofix,y), i x1 must be smaller orequal to |y .

- In the formula practise(x.p.d), (the person x practises the profession p at the date d). if we assume

that 2 person can practise only one profession at one time; each pair (x,d) can be connected to only

' one p. So. it Ix1=k and 1d|=h, ;p| must be smaller or equal to (kxh).

The definition of domain and connectivity constraints will permit us to take these criteria into
account. _

' ’ 4. COHERENCE IN TERMS OF DOMAINS

| We can define several decompositions of t

A decomposition of a domain D is a set {D), D2, ..
in D ; the decomposition is noted : D >>(Dy, Dy, ..

I | We then define a set Dec of decompositions of domains :
|
| he same domain. The coherence of the set Dec is

| ' We first define a set D of domains of E to which the individuals belong : a domain D is a subset of
f E. intentionally defined by one or more properties, and often related to a natural species (human,
animal. fruit tree, etc.). E is the greatest domain. The set D of all the domains is partially ordered by

the inclusion relation defined in P(E) (the set of all the parts of E).

| maintained by the help of several rules described in (3).

|_ Examples :
Fluman >> (Man, Woman, Child) :

. Example : For the relational symbols be-rabbit and speak, we define the domain constraints :
dom(be-rabbit) = Animal ;. dom(speak) = Human.
We go back to the sentence the rabbit speaks, represented by J(x I[1,1]) (be-rabbit(x) A speak(x)).

The incoherence of the sentence corresponds to the fact that there cannot exist a set x included in

both domains Animal and Human. This is generalized, below, by the definition of the conceptual
representation of a formula of L in terms of domains, expressed in a logical form.
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Definitions

Detinition _
| For each formula f of the languag

D if £ = r(x1,....Xn)

it == 1

Wift =f ¢ 2

4 if £ =q (xIlab]) fi

Animate >> (Human, Animal) ;
Human >> (Teacher, Doctor, Farmer, Trader).

| elenent of D, called the domain of coherence of r.

| e dom(r) = (Dy ,..., D, ) isthe domain constraint of r.
We will note dom(r); the i-th component of dom(r).

e L, the conceptual representation of f in terms of domains, noted
R om (f). is the logical expression recursively defined in the following way :

Rdom (D is :
Rgom (f) is:
Rgom (F) is:

Rgom () is:

« We define an application dom from R into Up2 D" that, to each n-ary symbol r, associates an

(x; g dom(r)1) A ... A (xq & dom(r)p)

Rdom (f1)

3x Ryom (f1)

v le) of disjoint domains, each strictly included
. Dp).

Rdom (f1) A Rygom (f2)

Ifa scmer_u_:e S h.qs.(he t'ormul;l__/' as semantic representation. § is said cohierent in werms of domainy it
and only if the -tormula R¢10,,,-(1) is true (i.¢. if and only if the set Dec of decompositions of domuains
shows the relations expressed in R g, (1) to be true).

Example : We go on with the above example.

S is the sentence : tl{e rabbit speaks ; fis the formula : 3 (x/[1.1]) the-rabbitix) A speakix) ) .
The domain constraints are : domtbe-rabbit) = Animal , dom(speak) = Huwnan .,

Riom ) is: Ix (xgHuman ) A ( x g Animal ). :
From the dcc_omposmon Animate >> (Human. Animal) , we know that the domains Human and
Aninul are disjoint. So, Ryom (f) is false, and S is incoherent.

5. COHERENCE IN TERMS OF CONNECTIVITY

A connectivity constraint on a symbol r specifies dependencies between the cardinalities of the sets x;
occurring in a formula r(xy,....s). The notion of connectivity introduced here for natural language
processing is an adaptation of the notions of cardinality and multi-valued dependency defined in the
relational database area [1). :

o. For n21, we call c-triplet of type n any triplet (s, &, j) such that
s is a strict subset of {1,...n}, ke (l...n}, kes, je 3.
» We note T the set of the c-triplets of type n, and T = Upz) T

» We define an application conn from R into P(T) (the set of all the parts of T) : for any n-ary
symbol 7, conn(r) is a finite set of c-triplets of type n, called the connectivity-table of .
*conn(r) = (1),..., tg} is the connectivity constraint of r.

The relation (s.kj) € conn(r) has the following meaning : in the formula r(xj,....Xa), if each
argunlu)in_t Xj . with i in the sets , is a set with cardinality 1, then the cardinality of the &-th argument
must be in ;.

Examples : For the the relations be-mother-af(x,y) and practise(x.p.d) (cf § 3) we define the
constraints : conn(be-mother-of) = (({2}, 1. [1.1] )}, conn(practise) = (((1.3},2,[1,1])}

We generalize the conditions defined for these two examples by the definition of the following
formula ¢(¢, x;,....x4) , where ¢ is a c-triplet :

Ift=(sk;j), s = (i1, ..., in) and j = [m,p], G(t, X1,....Xp) iS:M S Ixgl SP# IXjy| # . % Xyl
Ift=(skj)s=1{) andj=[mp), O(t, Xu...Xp) is: M S |xk| SP

We can now define the conceptual representation of a formula f of L in terms of connectivity.

IFor each t'ormu!a fof the language L, the conceptual representation of fin terms of connectivity,
oted Ronn (f), is the logical expression recursively defined in the following way :

) if f = r(x|,..xy) and if we note conn(r) = (1,..., i}

Reonn (F) is: @(ty, X1,....Xn) A ... A @(lg, X}ye-0sXp)
NDiff == f) Reonn (f) i5: Reonn (F1)
Jiff=fj ¢t Reonn () is: Reonn (f1) A Reonn (2)

1) if £ =q (xifab]) f Reonn () is: 3x ((ixie [ab]) A Reonn (f1) )
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T If a sentence S has the formula fas semantic representation, S is said colerent in terms of
connectiviry if and only if the formula Reonn (f) is true (i.e. if and only if the information we have
about the cardinalities of the sets x; occurring in f shows all the relations expressed in Rconn (f) 1o be
true).

Let S be the expression the mothers of Peter | its semantic representation is the formula :

t:3(/[1.1]) ( be-Peter(y) a 3 (x[[2,0]) be-mother-of(xy) );
The connectivity constraint is : conn(be-mother-of) = {({2}, 1, [1,1] )}

Reonn (D) is: Jy ((1yle [LI]) A E.t-((/.rlelz,w]) A (l Six1 ST 0yl)))
So. Reonn (f) is false, and S is incoherent.

6. CONCEPTUAL COHERENCE OF A SENTENCE

A sentence will be said (globally) conceptually coherent if and only if it respects all the conceptual
constraints we have defined. In the present state of our research, this means that a sentence is said
conceptually coherent if and only if it is coherent in terms of domains and coherent in terms of
connectivity.

So, if S is a sentence and f its semantic representation, S is said conceptually coherent if and only if
the formulas Rgom (f) and Reonn (f) are true.

7. CONCLUSION

We have described our study of two conceptual criteria, the domain and connectivity criteria, whose
respect permits to prevent the formulation of some types of incoherences in natural language.

More examples of conceptually coherent or incoherent sentences in terms of domains and
connectivity can be found in [3] and [4].

Our present research aims at improving the conceptual representation of sentences : of course, there
exist other forms of incoherence, and we go on our work in that way ; by modelling other
conceptual criteria, we will complete and therefore refine the conceptual representation of sentences,
to prevent other types of incoherences.

Our system is implemented in Prolog on Macintosh. An application of the system ILLICO has
recently been developped : the system KOMBE, a speech aid system for disabled persons 5].
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Abstract

This paper presents the concept of Lexical Constraint Grammar
and its implementation in a Smalltalk environment. This concept is useful for
realising context sensitive grammar syntactico-semantic parsers for large
text corpora. We have built a user-friendly software tool for linguists based on
this concept.

1. Introduction,

In the natural word, meanings are expressed by forms used in
languages. The syntax for these forms may be highly complex, and very
irregular. Fortunately, there is one domain, the Indo-European language family,
where that complexity and irregularity are greatly attenuated. Three principles
are used to this end: the use of a restricted number of graphical symbols, their
linear arrangement within texts, and the existence of relatively small numbers
of grammatical rules, which remain relatively stable over long periods of time.

Nevertheless the great variety of things that these languages must
describe - objects, actions, temporal aspects - makes the syntactico-semantic
analysis of natural language texts highly difficult. _

~ One science in particular, linguistics, has developed with the aim of
studying all aspects of human language. One very rich branch of this wider
science is language theory (4] [5] [6] (7] [8], which includes among its goals the
implementation of the syntactico-semantic parsers required in the construction
of compilers for artificial computer languages. This theory, combined with
others, is behind the implementations of natural language understanding
systems.

Many syntactico-semantic parsers for natural language texts follow

strictly the linear presentation of our languages because their design is directly

based on the definition of grammars in language theory. In this text, we present
lexical constraint grammars, in which certain terminals play a special role; we

will refer to the set of these ferminals as the lexicon. Work in this domain has:

been carried out on speech recognition [11], and has recently been applied to the.

recognition of syntactic errors [12].
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2. Summary of the ideas behind this work,

- A language with a possibly complex grammar will be associated to a
lexical constraint grammar, the sub-grammars of which are simpler (algebraic
and deterministic [13])).

- Analysis of the text will not be linear, but based around the positions
of certain elements of the lexicon. One possible generalisation, which has been
the object of further study, is to consider not simply terminals, but complex
syntactic structures .

- These lexical constraint grammars may be defined in terms of sub-
grammars which may themselves be Language Constraint Grammars, thus
allowing a recursive depth-first syntactico-semantic analysis.

- The parsers based on the lexical constraint grammar principle
facilitate the analysis of texts which include sections which are unanalysable -
either because the parser is not powerful enough or because there are errors in
the text. Analysis tales place locally, ‘around’ lexical symbols, thus allowing a
partial analysis.

- A non-linear combination of n algebraic grammars allows us to
analyse context sensitive languages.

3. Lexical Constraint Grammars,
3.1 Definition,

A lexical Constraint Grammar is a set {L, li, G, E, F}, where
L is a set of symbols called the Lexicon

Liis a set of symbols called the set of bounding symbols. When liis
empty the LCG is said to be unbounded, otherwise it is said to be bounded.

Gis a grammar the set of terminal symbols of which is equal to L.

E is a set of grammars which mziy possibly be themselves Lexical
Constraint Grammar.

Fis a function which maps L onto E*E
F:L->E*E
1=> (Gg(l), Gq
where Gg(l) and Gd(l) are the left and right grammars of 1 respectively.
- The notation GL° will be used for the LCG associated to GL
ere GL° ={L, 1i, E, G°, F} and G° is the grammar which generates the
Monoide L*=UL™ on L. |
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3.2 Example 1

Consider the language U = {x | x=a"b"c", n N*) which cannot be
defined by an algebraic grammar [7]. We will define an unbounded Lexical
Constraint Grammar (11=(}) .

GL1 = {L1, Li1, G1, F1} which generates it exactly:
Li1=(

Gl=[V1N,V1-pA1,P1] with
V1N=[A1,Bll
Vir=11
P1=(A1~>?B1?,B1-->bB1,B1—->nil}
where ? represent a symbol different from b.

E1=(G1,(b),G14(b)

F1:.L1—->E1*E1

b->(G18(b),G1d(b))
with
Glg(b)=[GlgN(b),GlgT(b)Alg(b),Plg(b)]
where
GlgN(b)=[Alg(b)]
Glg'r(b)={a]
Plg(b)=[Alg(b)—>al
-with
Gld(b)'={GldN(b),GldT(b),Ald(b),Pld(b)l
where

Gld N(b)=[Ald(b),GL1°}
P14(b)={A14(b}~>GL1°,A1d(b)->d)

As we can see, the grammars.used in this Lexical Constraint Grammar
are all algebraic and deterministic and there is a recursive call to the Lexical
Constraint Grammar in the left grammar of ‘b’.

3.2.1 i i !

b
A{(b)\ \

g Alyb) B1
/N N\
a GL1° c B1
? ' \ nil
£

the dotted line is used to represent the derivations of the left and right
grammars of a symbol of the lexicon.

3.2.2 Syntactic analysis of‘aabb ¢ ¢/,

The parser begins a left to right search for the first ‘. A symbol which

has been analysed is underlined and is ignored in subsequent steps of the
analysis.

aabbcc  search for the first ‘b

agbbec  leftwards analysis

aabbec  search for'the second v

aabbcec  leftwards analysis
(there are no more b)

aabbgec  rightwards analysis

aabbeg  rightwards analysis

The text is recognised as being grammaticaly correct with respect to
GL1.

3.2 Example 2,

‘We give this example with the syntax of our lexical constraint
8rammars parser :

Grammaire Lexicale : GLtest
- Portée limitée

- Lex = {vb)

- Lim = {}




Qualico-94

An intelligent Chinese input system

using statistical information between words

Sun Da Jiang

uun@nak.mathkeio.ng.jp
Junya Tsutsumi, Tomoaki Nitta, Kotaro Ono, Shiho Nobesawa, Masakazu Nakanishi
Nakanishi Laboratory

Faculty of Science and Technology, Keio University

3-14-1 Hiyoshi Kohoku-ku

Yokohama, Kanagawa, 223 JAPAN

Abstract

This paper offers a new method for Chinese input system to translate syllables (phonetic letters, Pinyin letters) into
Chinese characters without using any grammatical information. Instead, this experimental system uses statistical information
between words given in a Chinese corpus and uses a method to input “sentence by sentence”. The result shows that this

system is intelligent and efficient for most of the sentences.

Topical paper
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1 Motivation

In Chinese word processor, how to input Chinese characters
(Kanji or Hanzi) is a great problem to be solved because
Kanji is different from alphabet characters.

In order to change Japanese alphabet to Kanji, grammat-
ical analysis between Japanese syllables is adopted. To im-
prove the input system, consecutive syllable analysis has come
to be widely used, furthermore semantical methods are used
to distinguish the homonym. However, under the present cir-
cumstances the technique for Chinese word processor is still
in a beginning stage.

This paper describes a method for Chinese input system
to translate syllables, which can be represented by phonetic
letters (Pinyin), into Chinese characters without using any
grammatical information. Instead, this system PCS (Pinyin
into Chinese characters using statistical information between
words) uses the statistical information between syllables to
choose better Chinese-like sentences.

_With a dictionary, it is not very hard to change Pinyin
to Chinese characters, but an intelligent input system should
not be “word by word”, but should be “sentence by sentence
”. The problem is how to decide which sentence written by
Chinese characters can make a good match for a sentence
written by Pinyin.
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This system uses statistical information between words to
decide how the unity of syllable string looks like Chinese. So,
to make the input system useful, we have to consider how to
get the right Chinese sentences from all the possible Chinese-
like sentences. )

In this paper to get the statistical information between
words, mutunal information (MI) is used to calculate the re-
lationship between words found in the given sentences. A
corpus of Chinese sentences is used to gain the MI. By using
this method, we implement system named PCS to experiment
on Chinese sentences. The result shows that this system is
intelligent and efficient for most of the sentences.

2 What is Chinese standard lan-
guage ?7

Chinese language have some dialects separated from ancient

times. Each dialect has its own pronunciation. It is charac-

teristic of Chinese language to express the semantics with the

same Chinese character though the pronuncistion differs to
each other.

2.1 The dialect of Chinese language

The dialect of Chinese can be classified as follows.

o BeiFang (4t7) language :
language. '

on behalf of BeiJing (1£3)

e JiangNan (YL.#) language :
i) language.

o HuNan (i4J/) language :
language.

o JiangXi (ILP) language :
&) language.

on behalf of ShangHai (k&
on behalf of ChangSha (£)
on behalf of NanChang (i

o Kelia (%%) language : on behalf of GuangDong
province Mei prefecture (IKEAHER).

e MinBei ([#]it) language : on behalf of FuZhou (18)
language. '

e MinNan ([#]R5) language :
language.

on behalf of XiaMen (I

o GuangDong ([K3¥) language : on behalf of GuangZhou
(I5#H) language.

2.2 Chinese standard language

Chinese standard language is a common language of the con-
temporary Han (88) Chinese. Standard pronunciation is the
pronunciation of BeiJing language. BeiFang language uses
typical terms and grammar in representative, famous spoken
language. So the basic of the dialect of Chinese language is
BeiFang language.

2.3 Pronunciation of Chinese standard lan-
guage

Pinyin (phonetic letters for Chinese syllables) is a set of Chi-
neée phonetic symbols like J apanese roman alphabets. A syl-
lable consists of phoneme, and the phoneme is classified to
consonant and vowel.

The head of phoneme is a consonant which we call ShengMu
(™) in China. After a consonant, there are one or two or
three vowels, we call it YunMu (M£8). A vowel consists of at
Mmost three letters . The vowel itself can be a syllable.

23.1 The structure of consonant

The consonant consist of the following symbols.

-‘bpmfdtnlgkhjqxzhchshrzcs.

23.2 _The structure of vowel

--':;he Vowel can be devided into two parts. One is a single
OWe] (ﬁﬁﬂ) and the other is a double vowel (HI#§i5}).

® m Q .
Single vowel : iuiiaoeer.

e double vowel : ai ei a0 ou ia ie ua uo e iao jou uaj uei
an en in iin ian uan {ian uen ang eng ing ong iang iong
uang ueng.

2.3.3 The tone of Chinese language

The tone of Chinese language is like a musical scale; sylla-
bles with different pitch height have different meanings. The
standard Chinese pronunciation have five formulations, they
are YinPing (&%), YangPing (W), ShangSleng (L),
QuSheng () and QingSheng (¥E). The first four pro-
nunciation are also called SiSheng (ZUF).

YinPing | YangPing ShangSheng QuSkeng

GaoPing | GaoSheng -ﬂ;l-l‘m- W

(M) (MeS) (F51m) (&=mm)
Mark of tone - / v AN
Pitch height 55 35 214 51

lExpEnai:on for Pronounce metﬁoai‘

Pinyin symbol | Chinese characlers English word
shi rén &HA a poet
shi rén +A ten persons
shi rén A make (let) sb do
shi rén A people
bai sé =1:.] white
ming bai Gi]=] to understand

'(Example for Pinyin symbol)

3 Chinese input system

3.1 General input method for Chinese

There are a lots of methods to input Chinese characters. Gen-
eral input methods are as follows,

° St_andard PinYin input method.

e PinYin with tone mark input method.

o A style of input method with radical.

¢ GB (National standard in China) district code input

method.

3.2 The problem of general input method

General inpl_n method is to translate from Pinyin to Chinese
characters. For a foreigner Pinyin input method is probably
the best one. If phonetic letters have several candidates for
Chinese characters, users can add the tone, and the possible
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" numbers of Chinese characters are reduced a great deal. If

usgers do not know the Pinyin, they can input Chinese char-
acter from its radical as is often used in looking up in a dic-
tionary.

However, those methods are entirely “word by word” in-
put. In this paper, we support a intelligent method to input
“sentence by sentence” using statistical information between

words.

.

4 Introduction of statistical infor-
mation between words of Chinese

Using a dictionary is not very hard to change Pinyin to Chi-
nese characters, The biggest problem through the input sys-
tem using statistical information between words is the ambi-
guity.

For example, all the following sentences are made of
homonyms (the same Chinese syllables but the included Kanji
letters are different) without regarding tone. So one input syl-
lable string may have several meanings.

Input: takantadezui.
Output:
B B ki %

ta kan tade zui

(She looks her mouse.)

] B ey o
ta tade zui
(She looks his mouse.)

fih B By W
ta kan tade
{He looks her mouse.)

fe BTN
ta kan tade
(He looks his mouse.)

fib g o B =
ta kan ta de zui
(» This is a wrong sentence.*)
In this paper we do not use any grammatical parsing, and
MI between Chinese characters becomes the key to decide how
the unity of syllable strings looks like a Chinese sentence.
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5 MI and how to get the scores of
sentences

5.1 Mutual information

A mutual information(MI)[1}(2][3] is wide application today
in various flelds. It also can be used to see the relationship
between two (or more) words in natural language processing
(NLP).

The expression below shows the definition of the MI for
NLP:

P (w; w:)
MI{wy; ws) = log——r="e 1)
wy : aword
P(wi) :  the probability w; appears in a corpus
P(wy,ws) the probability w; and wy comes out together
in a corpus

This expression means that when w; and w; have a strong
association between them, P(w;)P(wz) <€ P(wy,ws) ie.
MI{wy,ws) > 0. When w; and w, do not have any special
association, P(w;)P(wz) & P(wy,ws) ie. MI(wy,w2) = 0.
And when w; and ws come out together very rarely,
P(wy)P(wg) > P(wy, wp) i.e. MI(wy, w;) € 0.

5.2 How to get the score of a sentence

In this system, we input only Pipyin without tone, so one
input syllable string can easily replaced into some ‘Kanji sen-
tences’ with the given dictionary. However, to decide which
sentences are correct is a difficult problem. The meaning of
‘correct sentence’ is a Chinese sentence which makes sense.
For example, a syllable string “jingjidewenti” can bring up
Kanji sentences like $#9f5]#’ (an economic problem), ‘&
#18[48’ and so on. The former answer makes sense, but
the latter are not a correct Chinese sentences. The scores of
Chinese sentences show how the given Chinese syllable strings
look like Chinese. We use MI to select correct sentences from
a lot of meaningless strings of Kanji characters.

Actually what we use in the calculation is not the real MI
described in section 5.1. The MI definition in section 5.1
sintroduced the bigrams. A bigram is a possibility of having
two certain words together in a corpus, as you see in the
expression(1). Instead of the bigram we use a new possibility
named d-bigram{3]{4]. :

The idea of bigrams and trigrams are often used in the
studies on NLP. A bigram is the information of the association
between two certain words and a trigram is the informatiod
among three. A d-bigram is the possibility that two words t1
and w, come out together at a distance of d words in a corpu®

For example, if we get ‘Tom is a boy’ as input sentence, we
have six d-bigram data:

(‘Tom’ ‘is’ 1) (‘is’ ‘a’ 1) (‘a’ ‘boy’ 1)
(‘Tom’ ‘a'i 2) (‘is, ‘boy) 2)
(“Tom’ ‘boy’ 3)
(‘Tom’ ‘boy’ 3) means the information of the association of

the two words ‘Tom’ and ‘boy’ appear at the distance of 3
words in the corpus.

5.3 Calculation

The expression to calculate the scores using d-bigram between
two words is[3]:

P(wy, ws, d) -
MIi(wy, wa, d) = log——-——= 2
a(wy, w2, d) ‘qP(ml)P(wg) (2)
wg :  aword
: distance of the two words wy and ws
P(wi) :  the possibility the word w; appears in the corpus

P(wy, w2,d) the possibility w; and w;come out

d wards away from each other in the corpus
The bigger the value of MI; gets, the more those words
have the association. And the score of a sentence is calculated
with these MI; data(expression(2)). The definition of the
sentence score is[1]:

M Ia(w;
Id(W) ZZ d'( i wl-i-dvd) (3)
=0 d=1
‘d : distance of the two words,
m . : distance limit
n  : the number of words in the sentence
W : asentence
w;

The i-th Kanji character in the sentence W

This expression(3) calculates the scores with the algorithm
below:

1) Calculate M1, of every pair of words imcluded in the given
sentence.

2) Give a certain weight according to the distance d to all
those M 1.

3) Sum up those Lﬂi The sum is the score of the sentence.

~ Church and Hanks(1] said that the information between two

Temote words has less meaning in a sentence when it comes

i~ % the semantic analysis. According to the idea we put d?

1 the €Xpression so that nearer pair can be more effective in
tal‘:“l*"'-llllg the score of the sentence.

R

6 The PCS system

8.1 Outline of PCS system

This system PCS supports the method to input only Pinyin
without tone. And looking up in the dictionary, the sys-
tem picks up the Kanji chagacters found in the given syllable
strings. The system reads the syllable strings from lefi to
right, to find out every possibility. Pinyin letters of the sen-
tence are looked up in the dictionary and if they are foun
in the dictionary the system change them to corresponding
Kanji characters. All the found Kanji characters are num-
bered by its position in the sentence.

After picking up all the Kanji characters in the sentence
the systern tries to put them together and makes them up to
sentences.

Input Pinyin without tone.
4
Find out all possible syllable strings, and
translate them to corresponding Kanji characters.
13
Make up sentences with the kanji characters.
4
Calculate the score of sentences
using the mutual information.
13
Compare the scores of all the rnade-up sentences
and get the best-marked one
as the most ‘Chinese-like’ sentence.

Then the system compares those sentences made up with
found Kanji characters and decides which one is the miost
‘Chinese-like’. For that purpose this system calculates the
score of probability of each sentence (section 5.3).

6.2 The corpus

A corpus is a set of sentences. In this system, we need a corpus
of Chinese sentences which are already segmented. \We conld
not require the Chinese corpus of a large scale. So we had
to prepare one for ourselves. We selected a raw Chinese text
that seems suitable. The corpus we used in this paper has
about 500 sentences. This corpus is toc small as a model of
the real world, however, the experimental results show that
the system works efficiently even though the corpus is small,
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The Calculation of Quantitative Characteristics
of Philological Dictionaries in UNILEX-D System

Table 2: Experiment in Chinese

Input: takantadezui.
his) mouth.

\ | 6.3 The dictionary
English meaning: She (he) look her (

One L.I Kolodyazhnaya,

| icti i arts.
' The dictionary for PCS system 18 made of two P r—

: i ji charac- : ;
l‘ is Pinyin letters without tone and the other is Kanji ¢ N correct answer | output sentences | _ 6cOrS J Institute of Russian language;
_——__-_—-——' .
| ters corresponded to Pinyin letters. There may be more t aI; = % Russian language Computer Fund
. inyin. The second par * K E-mail: irlras@irl. msk.su

one Kanji character attachefl to one Pl.nym F v L] Wm @

which has Kanji characters is of type list, so i * ] Project note

several Kanji characters. This phenomenon appears properly

in Chinese since input Pinyin without tone. A AREA: computer lexicography dictionary jtem structure. Th.is structure is described_ by the

Chinese character : ( jin” (&""E A'—D list of elementary and composite components, following the
" Pinyi letterak Kangi characters 8 Results Summary: order which is adopted in the given dictionary.
inyin

( » jinnian" (n ﬁﬁ ”» » eqa n})
N, s’ PR

Pinyin letters Kanji characters

Chinese phrase

7 Experiment

We described the structure for the corpus (section 6.2) and
the dictionary (section 6.3) used in this system.

The dictionary and the statistical information u
: pus. So, the experimental

sed in this

paper are got from the given cor
result totally depends on the corpus.
n this system have about 500 Chinese

The corpus used i 5

sentences which are already segmented. The di.ct.ionary
about 1500 words, some of which may not be in the corpus.
se character and Chinese phrase.

Here are some examples of implementing PCS for Chinfase
language (table 1) (table 2) as follows. The input is a string

of Pinyin. Table 1 is the example for the best t.hree.and
table 2 is the example for the best five answers. Table 2 is an

anibiguous answer for homonym.

The word contains sole Chine

Table 1: Experiment in Chinese

t: —
P :honptimm'umjlmjiamnmimhnﬁmhmsﬂ.

English meaning: There is no problem to use both Chinese
and western software together.

correct . scores
output sentences
== = . 58.17T17

[ 14.75879
= . | 14.76879

Now we still used Japanese fonts istead
and we define the symbol “ @
we have no input method to input “ i " whi
English character. So,

from “ nu” (%) is regarded as the same Pinyin syllable.

of Chinese fonts,

" is equivalent to “ u ” because
ch is not a normal are1l

the different pronunciation “ nii (%) correctly.

Putting all input Pinyin letters to test the system PCS, we get
the score of each sentence made up of Kanji letters. f\fter g.et,-,
ting the list of sentences, we look for the most ‘Chm‘ese—hke'
gentence in the list. The data show the scores the ‘correct

Chinese sentence got (table 3).

Table 3: Experiment for PCS

.. about 500 Chinese sentences

i (which are already segmented)
dictionary about 1500 Chinese _words
(includes Chinese phrases and
Chinese characters not in the corpus)
input . only Pinyin without tone
pumber of
input sentence about 100 each

the best score | ~ the second best | ~ the third best

a 96.0 % 97.0 % 99.0 % |
g 96.0 % 97.0 % 99.0 % |
¥ 94.0 % 96.0 % 98.0_?0__-
) 88.0 % 90.0 % 92 0_2‘;_
a : the same sentences in the Chinese corpus
p : the sentences one word replaced -

(the replaced word can be both in or not in the coff*
4 : sentences not in the corpus

(the words are all in the corpus)
§ : sentences not in the corpus

(include the words not in the corpus)

According to the experimental results (table 3), it is Ob':
ous that the system PCS is very useful. The table 3 Bhocé
that most of the sentences, no matter whether the sentel “
n the corpus or not, are changed into Chinese charact®®

the best score in the list of possible sentences.

We find the most ‘Chinese-like’ ‘sentence get¥™ |

The paper gives an account of the concept of the
quantitative characteristic for the linguistic dictionaries of
various genres and the methods of their calculation in the
universal lexicographic processor UNILEX-D environment.
The account is accompanied by some results, obtained in
computer versions of Russian dictionaries.

1. Usually a dictionary shows explicitly only one
quantitative feature - the number of items (head words) in a
dictionary. From the point of view of the formal
description of the dictionary item structure the head-word is
only one of the item's components. Sometimes it is useful to
know also some other quantitative features of the item's
components which are important for the given dictionary.

For example, for the explanatory dictionaries it is
important to obtain the distribution of meanings of the
grammatical categories of words, the number of their
lexical meanings, the number of style markers and so on.

The information about the distribution of the number of
words entering the given number of the synonymic groups
as well as the information about the size distribution of the
synonymic groups is probably wuseful for synenym
dictionaries.

The number of words, having variants or some other
specific features can be useful for
orthographicaldictionaries. .

One can consider also more complicated quantitative
characteristics which depend on more then one of the
components of a dictionary item.

For example, for S.I. Ozegov's Dictionary of Russian is
important to build the tables showing the dependence of the
distribution of some category for the derivative word on
that of the producing one.

2. The number of quantitative characteristics depends on
the dictionary genre (explanatory, - synronymous, bilingual,
syntactic, grammatical, orthographical), and the structural
complexity of dictionary item.

Though the structures of items for the dictionaries of
various genres may differ from each other both in the
components' type and their quantity, it is possible lo
calculate their quantitative characteristics by  the
samemethod.

One can consider also more complicated quantitative
characteristics which depend on more then one of the
components of a dictionary item.

The main principle’ of the universal lexicographic
processor (or dictionary system) UNILEX-D is to work with
the dictionary bases using the description of the

Speaking in computational terms, UNILEX-D is some
kind of lexicographic assembler which is characterised by
the set universal transformations executed on the
dictionaries and the schemes for dictionary data naming,
similar to those for classical macroassemblers.

There are four types of transformations which are used by
UNILEX-D to create new dictionaries from the old one :
table, inversion, sampling and projection.

3. The total number of transformations which can be
applied some dictionary depends on its item structure,
namely on the number of the components in dictionary item.
All possible transformations of some dictionary forms the
so-called lexicographic space of this dictionary.

More precisely, lexicography processor makes possible to
solve the next lexicography problems:

- to create a new item structure using the typical scheme;
- to “input~the information in the new dictionary's item,
using the information of any other dictionary;

-to edit the information in this dictionary, using the
information of any other source;

-to create the new dictionaries, using operations of
sampling, projection, fusion and intersection;

-to create various inverted tables  for the given
dictionary and tables of quantitative distribution of
meanings for any component of a dictionary item;

-t0 view simultancously the information ‘of two
different dictionaries in the different windows of - the
screen.

It is possible not only to print the results on a printer, but
to prepare the printed outlay of the dictionary for
publishing, using the markes of the TeX-system,

Briukcnenue KBaHTUTATUBHBIX
XapaKkTePUCTUK DHUIIOTOTHIECKUX
CJIOBapeii Ha OCHOBE CHUCTEMbI ¥ HMJeKc-]]

Kononsxnan JILU.

Pesome:
B HacroAauleM [oKJaJie M3JiaraeTCA TOAXON K
OMMCAHUIO KOJMNYECTBEHHLIX xapan‘repucmx

JUHFBUCTHYECKMX cJloBapeli pasau4HOro poja M
MeTONaM MX MOJNYHYEeHUH ¢ TNCMOLbK) YHUBePCaIbHOro
neKkcuxorpadudeckoro  mpotieccopa Yuunexc-JI.
IlpuBogaTcA HeKOTOpLIE pPe3YJbLTATEI, TNOJY4YEHHBIE
HA OCHOBC 3HAJM3a KOMILIOTEPHBIX BEpCHil PYCCKUX
choBapei.
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Topical paper

AREA: General, Computer and Quantitative Lexicology

Summary:

The paper contains the results obtained on the basis of
analysis of the database of "Russian Language Dictionary"
(by S.I. Ozhegov, 22-th ed., Moscow, 1990) analysis. The
purpose is to reveal quantitative correlations between
stylistic, grammatic and polysemy features of words ina
dictionary of the so called "short" type. ;

1. The present paper deals with some quantitative
regularitics of interrelations between stylistic
characteristics of words and their quantitative-polysemic and
grammatical (part-of-speech) characteristics obtained from

. "Russian Language Dictionary" by S.I. Ozhegov [Ozhegov,

1991] (further - RLD), The combination of these three
characteristics allows to touch a very important knot of
interrelations of external-functional and internal-systemic
aspects in the vocabulary organization. The external-
functional aspect involves stylistic characteristics that, in a
special way, characterize the functional rangeand the
effects in the use of lexical units. The internal-systemic
aspect in this case is represented by quantitative-
polysemic and part-of-speech characteristics of words. The
number of meanings is a manifestation of the words' status,
proximity to the core of language [Polikarpov, 1987]. Part-
of-speech status represents the most general, categorial
characterization of the words' semantics. Each categorial
and polysemic group of words is also oriented in some way
towards the centre/peripheral relations in language, is
characterized differently in terms of age, frequency,
functional area of usc (stylistics). [Polikarpov, 1994].

Using a representative lexical source like RLD allows to
pose a number of both theoretical and practical questions.

2. Various stylistic markers employed in the dictionary
were reduced to four main categories which allowed to
classify all units of the lexico-stylistic stock of the dictionary
(meanings stylistically marked) into four respective lexico-
stylistic classcs: "bookish-specilized” (B), "colloquial® ©),
"obsolcte” (O), and “regional” (R).
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3. One of the most important parameters of lexical units is
their polysemy,in some way presenting words' semantic
nsize®. This characteristic specifically reflects the scope of
functional potential of the word, the width of its sense
reference. This general semantic feature of words must be
closely related to different qualitative characteristics of
their meanings, €.g., to their stylistic quality: the greater the
word polysemy, the wider is referential area of cach word
meaning, the weaker is they bound to some specific
functional area, the lower is their degrec of stylistic
marking, This is why stylistical marking of words meanings
will be considered separately in different polysemic zones,

4. All lexical units of the dictionary are divided into
following polysemic groups:

1) words having | meaning,

2) words having 2 meanings,

3) words having 3 to 4 meanings,

4) words having 5 to 8 meanings,

5) words having 9 to 16 meanings,

6) words having 17 to 32 meanings, etc.

5. We use part-of-speech categorization as follows:
nouns, verbs, adjectives, adverbs, pronouns, prepositions,
particles, conjunctions, interjections, parenthetic words,
predicates. We consider nouns as having the most concrete
categorial semantics oriented in most cases on denoting real
physical things, but not their features and relations. Verbs
and adjectives are more related to denoting features of
things, relations and ideas. Pronouns, conjunctions and
prepositions even in the more explicit manner are oriented
in this direction. i

6. The study was conducted using the database of RLD
created in the Computer Fund of Russian Language.
UNILEX-D program was used as the instrument for
selecting and counting differently styllistically marked
meanings of different parts-of-speech words belonging to
different polysemy zones. :

7. The most important consideration for selecting the

object for our investigation was the fact that the "shont"-size

dictionary should fully enough reflect theintersect ion
of individual normative active vocabularies of speakers of
some language at some certain time. Le. it should provide
some approximate description of the core of the toial active
normative lexical stock of a given language communily in 3

Y

a is the data when the, input sentences are all the same i
corpus. But as is shown in table 2, the first four are all milltn
sen.se, 80 we can not get perfect result. This is a problem f .
Chinese homonym. .

PCS does not check the corpus itself when it calculate the
score. It just use the M I4, the essential information of th
corpus. That is, whether the input sentence is written in th:
cc.n-pus or not does not make any effect in calculating scores

. directly. However, since PCS uses M I4 to calculate the s

the fact that every two Chinese words in the sentencec;l:'s’

connection between them raises the score higher. i
When the input sentences are not in corpus, the ratio of

correct answer gets dowq (see table 3, data ).

. M4 comes to be the key to use the effect of the mutual

mfo‘rmation between Chinese words indirectly so that we can

put the information of the association between Chinese words

to Practi,ca.l use. This is what we expected and PCS works
successfully at this score.

9 Conclusion

This paper shows that this input system PCS is quite intelli-
gent and efficient for translate syllables into Chinese charac-
ters without using any grammatical information. Instead this
experimental system PCS makes it possibfe to input Pi,nyin
“sentence by sentence”, and using mutual information be-
tween Kanji words we can choose the most ‘Chinese-like’ sen-
tence from all the possibilities. According to the results of
‘the experiments, PCS can change almost all the Pinyin sen-
.tt?nces to Chinese characters sentence ‘correctly’. This result
18 considerably good enough.
The result shows that using M I4 between Chinese words is

a very effective method for Chinese input system.

10 Future works

The best corpus for PCS is the one which has enough Chi-
n.ese sentences which can get the correct statistical informa-
tion. Scaling up the corpus is one of the biggest problems.
The corpus we used was a small one, however, even with that

‘Small corpus we could see that PCS works efficiently. When

i 2

ﬂllcomes to't?le corpus which has much more grammatically

&eﬁal sentences, we can not say that this system works ef-
clively. However, the result i i

-y ult of this paper is hopefully good

Using this method
. we look forward to putting this
% practical use, ) LA
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pistribution of s
different parts o

zones of RLD.

Table 2

tylistically marked meanings t_)f
£ speech in different polysemic

—
AtlL stylistically marked manimil
( abs.) in per cents as related to @
(marked and unmarked) meanings
Polye e I:::;s B c 0 R AlL )
: % % % % %
NOUNS
1 13299 13299 10,90 1,35 4,49 0,§; gz,gg
2 3982 7964 8,55 8,43 3,92 g'ZS 20,01
3-4 1321 4393 9,15 7,42 S,g 0'26 18:63
5-8 213 1176 9,27 6,29 2, 2 1100
9-16 1% 138 10,90 8,70 1,40 .
2,82
1-16 18829 26970 9,88 9,61 2,91 0,42 22,
VERBS
1 4976 4976 10,87 37,38 5,22 g,gg g?’,;;
2 2191 4382 4,647 20,6 2,26 0'06 25,57
4 964 3180 2,77 20,82 1,92 ,07 15,03
2:8 236 1343 1,64 12,58 0,7 0: 18'57
9-16 36 458 2,62 17,47 1:1 . 6'49
17-32 4 77 1,30 5,19 ,
1-32 8407 14416 5,96 25,48 3,02 0,13 34,59
PREDICATES
1 1649 149 0,67 522,9’2 2,?8 = gi:l_;l
4% - ]
3-2 zg 9 = 44,44 = - 44,46
1-4 175 204 0,49 50,00 1,96 - 52,45
' ADJECTIVES
1 3824 3824 12,81 11,17 4,7 0,10 ig,;z
2 1448 2896 6,28 6,56 2,52 -18 12'85
3-4 520 1696 3,66 7,13 2,06 0: 12,53
5-8 91 527 2,66 8,73 1,1 " 19,50
9-16 11 13 1,80 10,60 7,10 - 20'65
1-16 5894 9056 8,28 8,77 3,33 0, "

12

( abs.)

tically mark
*bs ?:y:::' cents as related to_all
(marked and unmarked) meanings

ed meanings

polys|words :?:;s . = " ——ﬂ
zones . = = x
ADVERBS
1 681 681 4,40 32,30 4,84 0.5 g;.z:
2 95 190 1,58 gzgg 3pt6n e H285E2
& 7 = i ;
2-: 2 2 T w0 - 36,00
-8 806 975 3,38 30,05 4,00 0,10 37,53
PROMOUNS, CONJUNCTIONS, PﬂEPOSlT;?lSzﬁ o
1 238 238 2,10 16,29 8, 84 26,05
2 3 76 - 2,00 131 2,65 &%
3-4 9 131 - o6 153 - 104
5-8 77 97 - a2 - b2
9-16 5 52 - 386 - :
116 37 S 0,8 11,61 4,06 0,67 17,6
PARTICLES, INTERJECTIONS, PARENTHETIC m32835
1 o3 a3 1,56 3,68 3,13 o 36,30
2 9 78 - sgs - 12
- 3 - 3030 - - ;
:-g ;o 13 5 s0,00 - - 50,00
8 32 396 1,01 33,33 2,02 0,25 3659
LL PARTS OF SPEECH TOGETHER
1 zw.ozmo‘ 10,75 17,9 590 0.9 3,08
716 15632 6,79 198 3,14 02 2,13
.o s 9521 5,9 12,12 2,49 0,13 20,53
3.5 564 3180 4,58 9,68 1,5 0,12 15,87
o6 6 W I e V% - w0
- L 1 [ ’
s 3:.7?‘5 s2611 821 14,55 3,08 0,27 26,06

Here: 8 - bookish, C - col loquial, O -

obsolete, R - regional.

Hurst's Law as a Universal Law
of Quantative Linguistics of a Coherent Text

Y K. Krylov,
St. Petersburg Electrotechnical University
the Department of High Mathematics,
E-mail: polikarp@logos.msu.su

Topical paper
AREA: Stochastic processeé in language

Summary:

Relevance of Hurst's Law is discussed in respect to the

statistic structure of a coherent text.

1. Let

x(1), X(2),... X(1),... x(n),... X(N) (1

be a succession of observed values of a system of random
variables (X(1), X(2),..X(t),...X(n), ..X(N), the substantial
interpretation of which is irrelevant for us yet. Later on,
according to the accepted terminology, we will call (1) a
"time series” or a trajectory of a stochastic process X. Let us
now consider a sesgment of n primary numbers of the series

(1).

Let us designate by < x(n) > their mean value:
1 t=n

< x(n) >= -—- SUM x(1) 2)

n =1

1 t=n 2

<8(m)>=-- SUM (x()-<x(n)>), 3)

n-1 t=1

- a nondisplaced estimation of the dispersion calculated on
the bascof this segment.
Let us take
=n
Z(t,n) =SUM ( x(t) - <x(n) > = Z(t)4*<x(n)>) (4)
t=1
-a deviation of t-partial sum of the series (1) from average
<x(n)> which was accumulated by the’ "moment* 1. The
difference of maximum and minimum values of Z (t,n)

(t=1,2,...n) will be cailed a "swing" R(n). Therefore, by
definition,

R(n)=max Z(t,n)-min Z(t,n) (1=12,...n) (5)

Further, we will switch to the unmeasurable relation
in) = R(n)/S(n) which we are going to call a "standard
swing®. Using this unmeasurable relation it will be possible
to compare swings for different distributions. :

-2, The method of analysis of stochastic succcssions.
exposed above, is called the "Method of R/S-Analysis™. It
was offered by H.E. Hurst and described in detail in his
Mmonograph (1]. Obviously. a “standardized swing® is to

nd on n - number of members of the scries (1) which
are used for its calculation. It is shown in [2.3]. that for a
Purely random time scrics (he equally distributed stochastic
Quantities posscssing the finitc dispersion:
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r(n) = SQRT ( Pi*n/2), 6)

where SQRT - an operation of square root extraction, Pi=
3.14157. Le. it is described by the power-dependance with
an exponent which equals 0,5.

Having analysed many nature processes such as a flow of
rivers, a level of precipitations, a quantity of flaky deposits, a
size of rings and an index of tree remification, Hurst [1}
established, that a standardized swing, observed by him, can
be described sufficiently well by the empirical formula:

H

r(n)=(n/2), : ™

i.e. in bylogarithmic coordinates experimental points lay on
a straigt line with a sufficiently high exactness.

In r(n)=H*(In n - In 2) ™ ®)

Along with that, it also occured, that for different
phenomtna Hurst's exponent H is more or less
symmetrically distributed around the average value 0,73
with a standard deviation which approximately equals 0,09.
Hurst's observation, exposed above (that for many naturat
processes r(n) can be described by the power-dependance
with the power exponent H, which significantly exceeds 0,5)
was called "Hurst's Law" [4].

3. In the offered work the realization of Hurst's law for

time series, given in the texts of natural languages, was
analysed. Let us designate by

(1), g(2),.... g(1)..... g(n).....g(N) (1b)

a succession of word occurences which are realised in a
given text. Then it will be possible to designate by
X() = x ( g(t) ) any quantitiative characteristics of some
certain word. Obviously, while a coherent text generation
all its clementary fragments are statistically dependent. and,
if for a considired serics the standardized swing r(n) is really
described by the power-dependance (7). then Hurst's
exponent H may serve as an integral measurc of the
interconncction of the comtext in relation to its X
characterisation. The realizability of Hurst's law has been
checked for the scrics such as (1). as well, as for the
successions of numbers taken out of (1). with the help of
corresponding transformation of the initial series. For scries
which are directly given. as X. were such characteristics
are concidered as length of a word (calculated in graphemes.
syllables, or morphcmes). potential or realised in texis
polyscmy. coverage of a text by words of its vocabulary (in
the latter casc X(1) = 1 / F(t) . where F(t) - absolute
frequency of a word with a successive number ¢ in this toxt);
distribution of words of a fixcd class W in a text ( x() = L. il
(1) belongs to W and x(t) = 0. when g(1) docs not belong to
W ). Here by W we designate concrete lexemcs;  once.

"3




twice, F times used words  in 1exiS; syntactic
characteristics of a context (when x(t) =1 pefore some
definite punctuation mark - in the end of 3 sentence,
paragraph. etc.). '

When analysing distributions of words of class W in text,
(Disa succession of ones and zeroes. In that ¢ase, together
with the initial series, the series of ordinal numbers
(addresses) of the undersuccession of units of initial series
were also considered. Along with that, the first differences
of addresses had a sense of "distances" between successive
appearances of words of class W in text and also Wer¢
investigated by methods of R/S-analysis.

For very long texts, in order to abbreviate the process of
calculation, together with (1) the serics of groupped data
were also used. In the latter case the initial serics was
devided into intervals, with a fixed step h and in every
interval the sum of values x(1) was calculated (.8, 8
number of appearances of a fixed lexeme in non-crossing
each other segments of texts of length 100 or 1000 word
occurences). Later on, for further analysis, W will take 2
series, which was obtained as a result of the groupping.

Finally, besides the study of trajectorics which
correspond 10 certain texts for some quantitiative
characteristics there were built series representative enough
also in the intertext arca. In this series of experiment, by n
we designate the length of some whole texts, for ‘each of
them there was calculated a standardized swing 1(n). Using
different texts, it was possible to check the realization of
Hurst's 1aw for the case of increase of text length.

4. The investigations showed, that Hurst's law (the
power—dependance (7) with Hurst's exponent, which
significantly exceeds 0,3) really was relevant for the
sutlstantial majority of the investigated time series. With the
average value 3/4 the average Square deviation of Hurst's
exponent turned out to be much less than 0,1. Morcover,
these results made it possible to bring up a hypothesis, that
at least for the texts of approximately the same length the
parametres of power dependance (7) keep constant values
for the time series of different linguistic objects. Thus, .8 (
as in many other experiments), experimental points for the

114

covering by once-used words of the of the story "Malva", by
M. Gorky, and the distributions  of the sentences of
different lengths in the story *King Lear from the steppe”, by
1. Turgenev, practically layed on the same straight line (in
the system of bylogarithmic coordinates).

The check-up of the hypothesis, stated above, which is
based on the fact, that Hurst's exponent really is a
universal constant for texts of some natural language,

a realization of a very difficult  calculative experiment,
which is in progress nowadays. 1f this hypothesis will have a
good empirical substantion, we have a true evidence of

fact, that the production of the text is not connected with any
major level of its organization,
simultancously on all levels, which cause each other, that
may testify the fractal nature of the considered phenomenon.
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increases. It's important to note, however, that a mean
frequency of more generalized unit is not only higher,
then that of unit, which is its variant, but it grows more
rapidly on increasing segments of text. Mean frequency of
hyperlexemes usage increases with growth of text size more
rapidly, then that of lexemes, which, in tumn, grows
quicker, then mean frequency of word-forms. That is caused
mainly by the fact, that for more and more frequent
hyperlexemes a wordforming and wordchanging potential
continues to realize. One can imagine a situation, when
while corpus growth the lexemes dictionary growth stops,
while growth of word-forms dictionary continues.

5. As a result of ordering word-forms, lexemes,
hyperlexemes by absolute frequency decreasing, we got
the rank-frequency distributions, which reflect the
functional dependence between the absolute frequency of
lexical units (Fi) and their rank (i) (see Fig.1).

Asone can see, the grafic presentation of the rank-
frequency distribution indicates Zipf-Mandelbrot's  law
parameter “gamma" different values for different lexical
units. For lexical units, correlated in the feature "variability
- invariability" this parameter corresponds to relative degree
of their rank-frequency distribution heterogencity, higher
degree of word-forms specificity as compared to lexemes and
the same to lexemes as compared to hyperlexemes. ;

6. Such integral index as word-forms mean polytexty and
lexemes mean polytexty (in 7 topic chapters of the corpus)
demonstrates also higher degree. of specificity of word-forms
than that of lexemes:

Pwy=204 P@OL)=24L
chr Fl F2 F5 F6 F7 FB F9 Fs P VI Vs

----------------------------------------------------------

ZAKON 1625617&611650515231’31?
ZAKON n 151 46 1% 59 112 49 48 479 7 10
zakon 1 1 1 1 2 2 6
zakona 13 4 1. 5 2 8 36
zakonam 1 % 4 12 3
zakonami 4 3 1 6 14
zakonah 1 1 22
zakone 7 71
zakonov 19 13 9 31 89 40 29 230 7
zakonom 97 5 20 & 3 3 10 7
zakonu 3 1 2 & &
zakony 1 4 5 2
ZAKONNOST n 2 2 5 & 1 2 1 (] 2
zakornosti 2 &4 1 2 15
zakonnost T+ 3 1 53
ZAXONNYJ ] 9 1 22 1 33 4 5
zakonnuju 6 6 1
zakonnyje 1 2 3y 2
zakonmym 1 1 2 2
zakonnymi i 11
zakonnyh 1 1 18 1 21 &
Table 2
N v L VN NN LM WA wL
ch. 2 12078 2226 1205 0,184 5,431 0,100 10,023 1,046
Ch. 5 16477 3179 1687 0,195 5,183 0,102 9,767 1,88
ch. 9 40550 5711 2806 0,141 6,443 0,069 14,451 2,055
Ch. 1 44792 6294 3040 0,141 7,17 0,068 14,734 2,070
Ch. 6 58266 8437 4114 0,145 6,901 0,071 14,163 2,051

Ch. 8 74858 8652 35 0,116 8,652 0,053 18,975 2,193
ch. 7 128539 10712 4595 0,083 11,999 0,036 27,974 2,33

Over.
corp. 375560 22121 8693 0,059 16,98 0,023 43,20 2,545

Fig.1
Rank-frequency distribution of word-forms,
Lexemes, hyperlexemes (bilogarithmic scale)

in the corpus of legal acts
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IlpoBepra HayuHol
TMIIOTE3LI 3
onpefeyeHHbIX CIOJIL30BAHUR

USMEHAEMBIX XapaKTepUCTUK

CYLIECTBUTENBHOIO A TUNOJOIUYECKOro aHanmna3a

PYCCKOro ¥ YKPaMHCKOTO ASLIKOB M MOJYYEHUS KOM
NBIOTEPHBIX Pe3YJbTATOB CMHTE3a Mapajurm ]
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B nouckax CMHEpI‘ETM‘-IecKMK MEXaHU3MOB fA3bIKa

PT. IIuorposekuit

CarkTt-TleTepGypreku

Joxnaxn

TEMATUYECKAfI OBJACTD: TeopeTHuecKas

L)
JIMHIBUCTHUKE
Pesiome:
OnpepnenAerca Kpyr npobnem, KoTopbie m::mau
OLITh pelieHs!  JUIA  BCKPHTUA m:lp poas!
CUHEpreTHHECKUX MEXAHHIMOB ASLIKA M peun,

McKycHoe  coveranue nupent

i JMHTBMCTHRY, WHGOPMALMOHHO-

anreBpanyecKod i
nepoag;y::cmm MOAXON0B, a m -:-leop
HeYeTKUX MHOMKECTB M U ecKoi

CTeMb! aBTOMA' 74
nepeuenaoﬂ, coBpeMeHHBIe CH = K‘;ﬂqmb
nepepaboTku  TeKcTa o61afal0T e &
cnabpivu  criocobnocTAMM K e,m.:la e i
cAMOOPTaHK3aLMu. Tlpuuyuna COCTOUT e re';'uwecm
[oYTH HUYEro He OJHaeM O Tex CM ‘]:o s
MeXaHMaMax,  KoTopnie yﬂpﬂaa:mm'u p‘m g
¢yHKIMOHUPOBAHNEM cHcTeMb! ASLIKA pem.mm .
ge cayuaitno, Cucrema oﬁmeaapnnnomw e
peyeMbICIMTeIbHAR NeATeNLHOCTD nmm
o e g
THO M CJIA2KEHHO,
?:l:ea KoTOpble  MOMCHO 6buio 6wl HaOmoOnaThb

JIMHTBUCTUYECKYIO CHHEPreTHRY.

BoamouoeTh  Habmonats t::mepm-t-uﬂ qecmq:
MexaHuaMbl HIBIKE M MHAMBUAYANBHO pe
S e CTHYECKHUX

BO-TIEPBLIX, cUTyaunn JIUHTBY

KaTacTpod, T.e. WHTEHCHBHOE cMeluBaHKe AGLIKOB,

npuBoAslee K KpeosMaaLti " Wmaemnnm

asbika-nobeuTeNA ¥ PaspylieHwio Nl e

fabia, a4 TakKe TATONOMMA peueuucmmm“w
: ' BOSHUKAIOUWIAR

efTeNILHOCTH  “eJioBeKa,

aaueneum COCTOAHMAX COBHAHMSA, TIPY JIOKAJLHBIX

TNopasKeHuAX Mosra ¥ sHporeHHsIx 3aGoneBaHUAX,

# Tleparorudeckuit YuuBepcureT

BO-BTOPBIX, AaHAJM3 aemuo—rpamm:m
OoLMBOK ¥ CHHTAKCUKO-CEMAHTUYECKUX Hapyi
peKcTax, BIIABAEMBIX KOMILIOTEPOM. .
B xofie 2THX MccaenoBaHUA mumoazmm
yindopMaUMOHHAR MEeTOAMKA npuasanbl

Be 3aaqM: -
8 BO-IIEpPBLIX, BLISBUTH 3Hadumble OTKJIOHEHUA

u
HOpMbl A3BKA M peuu B paspyLIeHHbIX
NATONOTHMYECKUX TEKCTaX,

BO-BTOPHIX, BHIABUTL  TUILIHHBIE
i MKH bIKA M peyn,
"nosioMkyu” B cucTeMe A3 "

B-TPeThUX, (PMKCUPDBATH 3HAMMLIE oﬂm:::::u
B pacnpefeNieHMAX  JIMHFBUCTUHECKUX oL
(Bxmouas OTKJOHEHMR B napamMeTpax 38K

oumbru M

mnﬂkﬂepmx. onucaTb uHOpMALMOHHBIE
ocoBeHHOCTH  PadspyLUeHHBIX M NAaTONOrUYeCKUX
TEKCTOB.

Omupasck Ha Bce 3TV JSHHLIE, moxuo Gyner
cTpouTh THMMOTe3Hl O mnpupone cuneprem“mecmx“
MeXaHMaMoB, oObecreuMBalOUMX  COXPaH o
HOpMaJbHoe (PYHKIOHMpOBaHME AILIKA n peun.

In Search of Synergetic Mechanizms of
Language

Piotrovsky R.G.

i is con:iytiems a range of questions, which should

be put for revealing’ synergytic mechanizms of
language and speech.
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Pesiome:

HB.CTOHU.I&H paGo’ra nocpsiLeHa nccIIeioBaumnIo
CHHOHMMWYECKUX OTHOLICHMIT B JIGKCUKE B CHCTEMHOM
acnexre. Ha matepuane "Cnosapa cumonmmos” rox
penaxuuest AJIL Esrennesoit cospmana Gasa jamssix
a3 500 apyunenseix u 200 MHOrouJIEHHBIX rpymm.
Anamuaupyercs 3aBUCUMOCTh obnema
CUHOHUMMECKOA TIPYIIbL, CTENeHM CHHOHMMMYECKOH
aKTUBHOCTH CNOB, YbM JIEKCHKO-CEMaHTHHYecKue
papuantsl (JICB) BXoaaT B  cuHOHMMMUYecKue
OTHOLIIeHM A, oT YacTUPEYHBIX, l'IOJ'lMceMM‘-IGCKMX,
CTUIIMCTUHECKHX, (})paaeonorwlecxux,
AePHBALIMOHHBIX xapax’repucmx " BO3pacTa cnos,

Hacrosmuas pa6ora mnocesamena neeJeZoBaHUIO
CHUHOHUMKMECKUYX OTHOLUeRN B JICKCHKE B
cucTeMHOM acriekte. Ma "CaoBaps cunonumon” mon
pemakumedt A, II. Esrenbesolt 6nuia  cpesaea
BHIDOPKA CHHOHMMMYECKUX TPYIIT ¢ MHHUMANBHLIM U
MaKCHMaJIBLHEIM

KONMYECTBOM YNEHOB,
coorseTcTBERHO 500  msydnemmslx w300
MHOTGUJICHHBIX  rpynn  (HauuHamw ¢  B-wneMHbIX).
Kamneii  cunouum-JICB  onumceiBaeTes 1o 8
napaMmerpaM, -a MMEHHO! YacTh peuu;
CTMIMCTUYECKAs XapakTepucTuka JICH; qnCao
3Ha4eRuii BCEr'o cnopa; CTHANCTUYECKYE

XapaxrepucTyky Beex JICB B cocTaBe cyiosa; soapacr
CNoBa; HaJMuMe ¥y  I0Ba  (hbpPaseosorHIeCKH
CBASAHHBLIX 3HaveHwit; cnosoobpasopaTensublii cratyce
CJi0Ba; ABJIFIETCA JM CNOBO 32MMCTBOBAHMBIM,

B pabore uccaeayercs 3aBMCHMMOCTS  TarMX
XapaKTepuCTHK, KaK o6beM  CHHOHMMUYeCKOH
FPynmsl, B KOTOPYIO BXORWT cnoso faHHnM JICB,
CrocoBHOCTL  CJIOBA BCTYNATL B CHHOHMMMYECKYE
OTHOINEHMST €  Pa3MMUHBIM  NUCIOM CJIOB  OT
BhIIeNIepeYnCIeHHbIX TlapaMeTpoB,

B KauecTBe MCTOYHMKA IMIMPHYECKUX AAHHEIX
Hcnombappasics  "CrioBaph COBpeMeHHOro pyccxoro
JmTepaTypHoro Asbika" [nepmoe mamanme - tr. 1-17,
1948-1965; Bropoe wuamamue, TT. 1-4, 1991-1993),
"Citopoopasosarens bl CAOBAPL PYCCKOro sabIKa”
AHTuxonosa, a TaKKe PAL  2TUMOJNIOrMYecRUY,
CnoBapeif.

Buumt nonmy ens! cliefiyiotme pesyabTaTsy:

Yacrh peun u ofinem ennonmmuaccroii rpynnbi;

HauGoNee AKTMBHO B CMHOHMMMYECKMe OTHOIICHUS
BCTYTIAIOT [NATOJIBI, NPUJATATEJBHBIE ¥ HAPEUNS,
CYLLeCTBUTEJIbHbIE CKJIOHHE! B Gonbluedl cTeneHm K
00paB0BaHMIC JBYYJNEHHBIX, & He MHOTOWICHHEIX
rpymmn. .

Crummcernweckue XapaKTepUCTHUKH;
CTUIMCTHHECKM OKPALIEHHbIE CHHOHMME! XapaKTePHb!
A7 MHOPOMJIEHHBIX CHMHONMMMYECKMX TIDPYINL B
IOBYHJIEHHBIX rpymnax CTUIIMCTUHECKHU
MapKMPOBAHHEIE CMHOHMMEI BCTPEYAIOTCA HAMHONO
pexe; HauboMbIYIO HOMI0 cpenu Beex
CTUNUCTUYECKM MapKupoBaHHeIX JICB cocTamssioT
eAUHUUEL ¢ foMeTamu "pasr.” mam “mpocr.”; JICB ¢
nomeTod "KHMMKHO-CIIeLMaNbHOe" KOHLEHTPHPYIOTCA
B JBYUJIEHHLIX CHHOHMMMYECKMX TPYIINAax.

Momicemmna: HeM Bblille NOMMCEMUA CJIOBa, TeM
Bblle B  CPeJHeM  CTeleHb  CHHOHUMUYecKokH
AKTUBHOCTH KajK/JOT0 ero 3HaYeHUA,

BospacT: B cpefHeM CTeNeHbL CHMHOHMMUYECKOH

AXTUBHOCTM  3HAYeHMN  ¢J0Ba  Bo3pacTaer ¢
YyBeJIMYeHVEeM ero Bo3pacTa.

Dpasconorma; cJI0Ba, MMEIOLB1e
dpazeonornyeckn CBAZAHHKIE 3HAMEHMS,

KOHUEHTPUPYIOTCH B MHOTOWIEHHBIX CHHOHMMIYECKUR
rpynmnax;
Hepuusumnonnsie

XapaKTepucTHRy,
BhICOK00O:eMHBIC CHHOHUMMYECKHU e rPYIIBL
XapaKTepPUSYIOTCH SonbLmUM KOJI4eCTBOM

TIPOUBBOAHEIX CROB,

Database on Russian Synonyms
and its Quantitative-Systemic Investigation

Elena Pokrovskaya

Summary:

The present paper is concerned with quantitative-sysiemic
investigation of  synonymic relations in lexicon in
quantitative aspect. A databasc of 500 groups consisting of 2
synonyms and 300 groups consisting of 8 and more
synonyms was created on the basis of “Dictionary of
Synonyms" by A. Yevgenieva. It is analysed the dependence
of volume of synonymic group. degree of activity of words
which lexico-semantic variants are engaged in synonymic
relations, on such. featurcs as part  of speech, polysemic,
stylictic, derivative characterictics. and age of a word,
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Statistic Simulation of Text With Reference
to Dynamics of its Units

Dobrina Rajnova,
Sofia University, Bulgaria/Moscow State University

Topical paper

AREA.: statistic study of different language levels lexical
units

Summary:

In this paper a new model for statistical modelling of
texts is introduced with reference to some main parts of
speech - nouns and verbs. This model includes a  new-
type rank-list - motivational frequency count - where
word-forms of lexemes with only one motivation are
combined in one general structure. The rank-position of a
model is determined as the sum of frequencics of the word-
forms that constitute it. The motivational frequency count is
related to a distributional list with reference to all the
contexts where a certain word-form in a certain knot

appears.

Statistic simulation of texts is usually construed as sort
of a lexico-statistic analysis based on representative samples
that results in compiling rank or rank-distributive lists of
word-forms and lexemes. .

These lists are then used to characterize the
peculiarities of style, sublanguages, genres, etc.

The modelling is usually carried out at the word
Jevel. For this end a very simple definition of a word is
vsed, where a word is any stretch of text between two blank
spaces. 1)

Such a sifplified approach results in a number of word

counts reflecting frequencies of  occurrence of .

semilexical-semigrammatical units.

It is evident that a lexico-grammatical unit such as a
word-form turn out of its context does not provide precise
information on either the vocabulary or grammar of the
language.

It is hardly more profitablc to usc a list of lexemes
insicad of a word-form list because the word-forms
constituting the paradigm of a lexeme for rcasons of
statistic analysis losc information on the meanings
(lexico-statistic variants) that they had in the text. But, on
the other hand, in quantitative linguistics nowadays 2
number of similar rank lists of word-forms and lexemes
have been compiled, different in length, where the firsl
rank rcgion of highest frequency  items consists  of
relative, linking clements  of  text along with an
insignificant quantity of nouns and verbs.

In their article 2) I Sh. Nadarcishvili and J.K. Orlov
make a step further. They suggest to present the results of
statistics of text not by onc but three lists.

1. Alphabetical list with reference to frequencics  and
numbers of particular positions of words in increasing order.

2. Word list with rcfcrence 10 word frequencics and
their first appearance in the text.

3. Word frequency could where words arc cntered in the
increasing order of their frequencics.

From the point of view of these authors such lists
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provide exhaustive information about the text. It would be
so if the text ‘were a stochastic stationary process and the
monosemous word were it's only unit. Since it is not the
case, even such detailed lists bear very scarce information
about the semantics and structure of the text and its units.

We need in linguistics to elaborate different semantic
frequency dictionaries reflecting relative significance of
various, mainly even unexplored yet, linguistic pecularities.

In our opinion, any statistic analysis has to reflect the
semantic frequencies and distributions of such units that
designate or can designate objects. These units are
autosemantic, but not linking words which only indicate
intratextual relationships. The frequencics and distribution
of main words in a text (primary nouns and verbs) should
be described in connection with their derivatives that
possess motivation.

The statistic analysis should aim farther than any
particular lexeme which has to be considered as an element
of a major entity where actual paradigmatic system ofa
language is manifested. The main system-forming fature of
a vocabulary is the intralinguistic motivation of lexical
units 3). On the basis of their inner form and motivation
lexical units can be combined in motivational nodes 4).
Only 2-3% of all words in the system are not motivaied
(singular words) 5).

On this basis we can determine .a given lexical unit as
belonging to some word-building node, to a certain part of
speech (gencral functional aspect) and to some type of
reference (onomasiological aspect), since "a word is nol an
equivalent of a perceptible object but of how it is interpreted
in a specch-generating act in the very moment of its
coinage” 6). Thanks 10 motivational nodes the living inner
form of a particular word is discovered and the
relationships of its semantics and structure.

To us the motivational node is very close to what A.A.
Polykarpov has defined as hyperlexeme 7). The systematic
character of the vocabulary for a native speaker appears as a
sum of various hyperlexemes and rules of usage thereof
derived from specch.

In this research we included 2 represenlative sets of
texts, one sct contained 100 000 running words from
newspapers and the other 200 000 running words from
“Stenographic Diary of the People’s Assembly'.

In the first rank region of the count there are 29
primary nouns representing motivational familics in the 29
first positions of the count. In the second rank regioh
(frequency 275 to 4) there are 912 entrics, 95 entries with
frequency 4, 106 entrics with frequency 3, 265 entrics with
frequency 2, 557 cntries with frequency 1 (0.27% of all
primary nouns).

In the paper we also give an example of how th¢
statistic analysis works on the sccond  stage of rescarch
where the motivational list combincs with the frequency
count of distribution of lcxical units - lexcmes @
word-forms 9).
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CTaTI'ICTM‘IECKOE MogeJIMpoOBaHNE TEKcTa
B aclleKTe AMHaMMKHM ero e aMHu1

Paiinosa 1.
Pesiome:
B HacTroAmeM JokJaje NpefcTaBlieHa MoZeNb
CTATUCTHUYECKOIo Mone.uuposamm TEKCTOB B
OTHOLIeHMM ' MaBHBIX YacTelt peuu - HMMeH
cyuleCcTBMTENbHEIX M IJIarojios. OTa Mogens

BKJIIOYaeT PaHIOBO-YACTOTHBUA CIMCOK HOBOFO THMMa -
CIMCOK 4acTOT, IHe CJIOBO(IOPMBI U JIEKCEMEI TOJBKO
c omHoit MoTMBauMell obbemMHeHbI B ofiHy ofuy

cTpyKTypy. PanroBasm mosuMuma mofesy onpe)xe.ue}::
KAK KONMYECTBO 4HacTOT cJoBodopM, KOTOphle ee
cocTaBaAioT. MOTHMBMPOBAHHBIA YaCTOTHBII CIMCOK
CBA3aH C paclpefieSMTeNbHBIM CIMCKOM CO CCBLIKOA
Ha Bce CUTYaIMM, T[Ihe onpeleNeHHaaA ciaoBodopMma
TOABJIAETCH B OlIpefesieHHOM YyaJle. i
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i izati lassification) of all
determined by calcgonz‘auon. (c X
terminological units to be listed in a glossary, by fixing

| relations between these calegories

: : i £
and by choosing on these basis correct linear succession o

Topical paper i v
. 3 &
AREA: Conceptual structure of terminological system logical a
these  categories.
-SUMMARY:

i f terms could be
Is it ible that a linear succession 0
sm;ily p:::;d on their conceptual system? Could we

i h
imagine a term dictionary whic
i’tl;;‘sl are arranged according 10

4).
paper is supposed t0 discuss these problems. O chould be noted that here we do not arrange terms

There is one question which

is very casy to read as its

For example, T.L Kandelaki,

i of terms, follows
speaking of the systematic arrangement of te
this “);S: she picks out categories, blocks, secm:lns of terms,
determines interrelations between them and describes

meanings? poss neariza these i ocks, sections
their i The ible linearization of categories, bl
1

is always to be answered themselves but rather large categorics of terms.
15 .

term dictionary ma subject  Besides, arguments in
icti L a
in compiling a onary, no matter wha

field, size, potential user and

: how
cti uestion runs as follows: . ' e
mms ?t:;ns'r:ﬁmclld be arranged? Thus, according (o That's why some reasol

A.J. Shajkevitch, this is one
lexicographer

magcrostruct 1
ure of a term glossary ( ey &
systemati ment of terms (i. e arrangemen Lo
terms a:c‘:a::h"::gt: their meanings) is extremely rarely used  gelerogeneous ogy corpus

{, p- 29 This view was

other parameters of the term categories lie in

favour of the particular order of
the plane of related subject field,

i i even theory of culture.
theory of science, philosophy a;n;“ o g

i of
of the problems any lexical items in an ideographic dictionary are of greatc

ic and

i i importance for the topic a
d run across in choosing a IMPOTKITES = ety
i ,p. 25). He noted that a consideration (S;ve) mldungn mm analyumha s :
including ot:r:_lsl o
disciplines (cf. terms of DIOIOGY,
etc.) :nd we need its classification

severely critisized by different sciences and

TLKandelaki who stated that many vocabularies  philosophy, chemistry

terms s ) (letuscall it p
Lo ety ications The second aspect | )
i . 91). In a lot of these publ secon st e
listed mma;wglfyzhgcm:d to be given in a systemali; semantical) is determined by rizatio!
c:rder determined by classification of' concepls as “the g
adopl’ed in the corresponding ficld of knowledge. Yet e accordi logical-conceptual
actual sense of these declarations (to say nothing of
.exm' sense) remains somewhat vaguc. ) : %
In fact.) term lexicography has b::n d:seu:‘::nig tet,n: E,lossaﬂes“al. - el
of matic arrangement vocabular item: concept seman
gt‘l’lbmisrgmmmﬂminsmwwlhhpmblme}mnn
terminology, or in lexicography. Morecover, in my

opinion this problemhasbemhudlymfomrd in strict follows:

terms to give impetus 10 its solution (a recent article by

term A, then the term
D.F Podpolny and E.F.Skorohodko (3), seems to be onc of e (Ul rule of definabilty);

2)if a term Bis linguistically

the few exceptions to the rule).

Though order is a very well defined and a !
deeply inve;igl;nt;r structure, obviously it docs not mect ': morphological or syntactical aspects
non-linear conceptual  structure of any term syn:ebe
Taking this into consideration, anyu:nc mldnﬁc o
surprised by the fact that up (o now syf;'rmimuitive
semantic!) arrangement of terms is a purely

procedure and the alphabetical order is the only strictly “concept (semantic)

based way of arranging lcrms in a glossary. Meanwhile

it ./ f terms minimizes
i ich experience of oonmplnnl o 1
:?n":r?ﬂhgn' ha:[ fcor‘ms.m Genep:alﬂized in a theorctical (semantic) istance of

framework and combined with

some models of semantic that as it appearcs in the semantic representa

Here we do armange relatively
to their meanings. Anatgfsls
e which term-ordering.

regular rules. These rulcs can
semantic arrangement of lerms a
ned directly or inderectly through 3

is defi
B B follows the term A, but not vice

first rule being carried

into smaller and more homogencous groups of terms.

tion

tic) distance).
structures, this expericnce could have put the question (the rulc of conceptual (seman ic)

i land can ¥
i The first two rules scem to be quite natura
i ion on mathcmatical basis and opencd , . - .
under considcration : ] I.

perspectives for its objective solution. o

Two aspects  of (he problem secm to be worth (in particular, the
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should be taken into
is apparently
and

of proper terms
within some fixed category of homogeneous  lerms

of the available
pretends to be
cads to the exposure of three
be characterized as rules of
nd are formulated 2s

derived from a term A (in
of derivation), then, the
out, the term B l‘ollowu}hemmA.
rivation);

vice versa (the rule of language de :
bul;;ol if, in accordance with some semantic repreq:znt;!mlm
for all or some pair:j;;mlemm.' ur;‘mgwmnm i
second ing carried out, the systemalic a
o il the total difference between mntﬂ
terms as it appeares in a term e

the

Committee of the Scientific and Technical Terminology of
the Academy of Sciences).

As far as the rule 3 is concerned, let me now start from
the assertion that a linear order of terms naturally
determines the distance between any two terms: that is, if a
term A is listed as i-th and a term B is listed as j-th, the
distance between A and B (D(A,B)) is equal to ABS(i-j). So
for every given linear order of terms L we can calculate the
total distance between any fixed set of terms and compare it
with the total distance between the same set of terms in
the semantic representation chosen. Afterwards the general
idea of the rule 3 is theoretically transparent: in a term list and

terms should on the whole be separated, as accurate as D(dynamic pump, volume pump) = D(dynamic pump,
possible, at the distance, fixed by the semantic electromagnetic pump) = D(friction pump, fixed pitch-blade
representation. Suppose then we have a semantic graph G pump) = + (INF)

representing the corresponding terminology with the cdges
marked by the "distance figures” (that is of common practice
nowadays), i.e. G(ij)=D(ij). Then the rule 3 is easily
formulated in strict terms: among all the linear orderings of
the terms we are to chose the one (or all of them if there are 1
many) that minimizes the function

Note that only gender-species relations are taken into
account here, so

D(pump, dynamic pump) = D(volume pump, friction
pump) = D(friction pump, vibration pump) = 1,

while

D(pump, friction pump) = D(friction pump, maze
pump) = D(volume pump, axial pump) = D(volume pump,
centrifugal pump) = D (impellar pump, fixed pitch-blade
pump) =2;

D(volume pump, opened-peripheral pump) = D(volume
pump, worm pump) = 3

What is then a semantic arrangement of these terms?
It may be proved that one solution is the following:

. Pump, 2. Dynamic pump, 3.Volume pump. 4.
Electromagnetic pump, 5. Impeller pump, 6. Centrifugal
SUM |G(LJ)-ABS(1,))). pump, 7. Axial pump, 8. Fixed pitch-blade pump, 9.
i,j Adjustable pitchblade pump, 10. Friction pump, 11. Scoop
~ There is no doubt that resulting effect will greatly pump, 12. Free peripheral pump, 13. Disk pump, 14.
depend on the semantic representation used (and  Vibration pump, 15. Jet pump, 16. Inclined disk pump,
consequently of the distances between the terms 17 Peripheral pump,  18. Closed-peripheral pump. 19.
represented).  But  still, supplied with the rules 1-3, we  Opened-peripheral pump, 20. Inclined Archimedian screw
receive comparatively reliable criteria of what a semantic  pump, 21. Maze pump, 22. Worm pump.
arrangement of terms could be.

Let me now illustratc what has been said above by an The structural  approach proposed above can be
example. Suppose we have the following list of 22 terms easily formalized in many ways mainly because of
covering the subject ficld of technology "Pumps”: different possible semantic representations and

I. Pump, 2. Volume pump, 3. Dynamic pump, 4. explications of what "a conceptual (semantic) distance”
Impeller pump, 5. Friction pump, 6. Electromagnetic between two terms is (sometimes even within one and the
pump, same semantic formalism). The optimization procedure is
7. Centrifugal pump, 8. Axial pump, 9. Scoop pump, 10, attributed to the integer programming of none-standard
Peripheral pump, 11. Free peripheral pump, 12. Inclined type and far from being trivial. It is supposed however
Archimedian screw pump, 13. Disk pump, 14. Vibration that the general idea outlined above would present wide
pump, 15. Jet pump, 16. Inclined disk pump. 17. Fixed perspectives for semantic arrangement of terms in a
pitch-blade pump, 18. Adjustable pitch-blade pump, 19. dictionary on a steady ground of calculations, In some

Closed-peripheral pump, 20. Opened-peripheral pump, 21.  simpliest cases we can get clear and acceptable solutions
Maze pump, 22. Worm pump, Just today.

Let these terms be defined only by gender-species
definitions and, thereof, let these terms be semantically

organized in a purely gender-species way as it is shown at
fig.1. '
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The Greenbergian quantitative approach to the morphological typology
developed through automation can be effectively used for a fine analysis of a
natural language morphology. In this paper the automatic analyzer is realized

for the case of Semitic morphology and its use is ezemplified with some of the

Semaitic languages, namely, Literary Arabic and Maltese.

Topical paper

Specification: quantitative linguistics
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Automatic Typological Analysis of Semitic Morphology

Arthur V. Stepanov

The traditional morphological typology describes languages on the ba-
sis of comparing their morphological features. To obtain the detailed and
precise typological characteristics one must strictly consider the degree of

representation (relevancy) of one or dnother morphological feature in a lan-

guage. The well-known quantitative typological approach of J.H. Green-
berg (1960) enables to express such a degree through calculation of the ap-
propriate numerical indices,

hus adequately accounting for the presence of
opposite morphological features (synthesis and analysis; agglutination and
fusion etc.). However, there is a number of theoretical linguistic problems,
a solution of which requires more fine analysis of a language structure with
regard of dynamical changes taking place inside it. These problems are, for
instance, the change from synthetical to analytical structure of morphology
in some langua.ges; stability and variation of the morphological features, fine
morphological differences in the related languages, the general and specific
tendencies in the development of natural language grammars etc. Here we
will attempt to demonstrate by the example of some Semitic languages, how
the Greenberg’s approach established on the statistical basis and developed
through automation could be used, beside a formal typological classification

of languages, for the fine analysis of the morphological structure of a language

with respect to all language variety.

1 Problem and Background

To adequately describe a morphological feature through its degree of repre-

sentation in sample texts we have to successively proceed from the statistical
nature of the appropriate index within the framework of the Greenberg's
definition. That means we should get rid of any subjective factors while op-
erating with texts and accept an assumption about the random and mass

character of text selection.'
Following this approach we assume

over the different text units show natur
including those for Afro-Asiatic lznguages are hased on
rupa 1965 and Khrakovsky 1982).

that values of any index computed
al dispersion which bears both the

1"The existing quantitative typological data,
analysis of a relatively small number of texts (K

I

random and sys ;
e langua;’etZi‘nzi;cleE}tliracter land depe.nds, a%ong with-index average
a text and many other ype, time of being written, stylistic register of
o morphol(;gical f r:asor}s. Smc:e thpse reasons are objective, we infer
average but also b thea-ure N (.iesc.rlbe.d not only by the appropriate index
o oy tei,tg e 11}11dex distribution f}mction as a whole. The large-
this distribution fun;t{n t X language und(?r investigation is to show whether
disturbs the random :1(;: . I}Ormal, and, if no, then what systematic factor
insid'(;‘ the morphological I:tCrrtsllcotrlllrfzor it fort el
-
The cc?mI;:feerﬂgrf rroacr;SS grez‘lf numbers of texts an automation is nceded.
LB ROLOG provigdeq w(.!:i)cc}llally elabor.:ated for this purpose and compiled
ST ot gl t;ttsl 0; tthee zrx:ll(l;:Ir)r}llatllc gu;lulltit?ti;?ht)’l)ological analysis
L e § ological level. This permits to obtain
matllemi?::;ﬁf:;i:?iiix d:}t;adarrays to be subsequently processed by the
formalizing the Ser‘niti‘ = 0} e S using an algorythm
P lgé 5 C mforp lf)loglcal stru.cture (described by the approach
Litefhi oA A bicand performs the analysis of texts written, primarily, in
= ) ic and some Arabic dialects, including Maltese. .
ere we are dealing with only five typological indices defined after Green-

belg- llld . y (> p LI L) g ‘S
f ﬂ .

2 Applications and Results

I.1 i , ;
eacﬁ tg‘(’il cea:l oi the;ary Arabic, we chose 90 sample texts of about 700 words
s mber of texts was determined by the i )
i fou i et pe T y the required accuracy for com-
ge (no less than 95%). For th i
rand g )/0). e text selection to be
regis:;);-lsa(lid' ob';]‘;ctlve thel: texts have been chosen from the different styliqti:‘
cientific, social, belles-lettres), sources (b =
. ) : S OOk
azxne;), though all related to the modern’period ( S
he quantitative statisti ' .
ical dat POt :
e data obtained for the above indices are il-
W o .
Fig 1(5 :’;);r(ll ?:S )t:a.t th:, ;ynﬂ}:ms and derivational indices (histograms in
P re not distributed normally, whil ixati
R / : - y, while the prefixation, suffix-
(Flionla,nd gross inflectional indices show the normal (random) distljibutil:n
g 1(c), (d) and (e)). That means in the context of the features of syn-




thesis and derivation (word—formation) the structure of morphology can be

differentiated by a more specific criterion.
Our study shows in the case of Literary Arabic a stylistic differentiation

should be considered for such a criterion. Indeed, the synthesis and deriva-
tional index data for the texts separated by the different stylistic registers are
distributed normally. The left dotted curves in Fig.1(a) and (b) exhibit the
appropriate index distributions over the texts belonged to the belles-lettres,
while the right curves exhibit the distributions over the texts belonged to
both social and scientific stylistic registers. The synthesis and derivation
(word formation) in scientific toxts are higher than in belles-lettres, which

displays the more intensive semantic and grammatical load of a word. We

thus can compute precisely how many times one stylistic register is separated

from the other for the given morphologicallfeature.
it is important for typology to ostablish what indices,

In this respect,
stylistic dif-

v what morphological features are influenced by the
ferentiation ossentially and which are not. In our example of Iiterary Ara-

bic, obviously, this differentiation affects the synthesis and derivation (word-

formation) and does not affect the inflection, prefixation and suffixation. In

other languages the differentiation can influence morphology in another way.

Besides, for any languages the nature of differentiation is likely to differ fromn

the stylistic one. Nevertheless, it is apparent that the morphological features

whose degree of representation does not depend on stylistic (or any other
kind of) differentiation are the most stable and, therefore, the most valuable
ones from the typological point of view.

II. The process of revealing differences in the morphologies of the related
languages by way of the fine statistical analysis can be demonstrated by the
example of Literary Arabic and Maltese. In our study we involved about 30
texts of about 700 words each from Literary Arabic and the same number
of texts from Maltese. For a text analysis to be adequate enough the texts
have been chosen from one stylistic register (social). The accepted accuracy
of computation was no less than 95%.

The results of computing the Greenbergian indices for Maltese in com-
parison with Literary Arabic are shown in Table 1.

Referring to Table 1, we can’see that Maltese morphology is clearly

separated from Arabic in such extent that the differences in index averages
f the natural dispersion for each of them. The evident

i.c. properl

are in great excess O
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1 Introduction

The ability to disambiguate the senses of cach word in a text is vital if its meaning it to be
determined accurately. In Animal Farm by George Orwell for example, 87% of words have more
than one sense’. With the advent of machine readable dictionaries (MRDs) various ingenious
methods have been proposed to disambiguate words automatically. Two well-known techniques
are the Lesk method (Lesk, 1986) and the Cottrell-Veronis-Ide (CVI) method (Veronis and Ide,
1990). 2 Both of these exploit the idea that the correct senses of a pair of words in a sentence
will be semantically related and that this can be detected using their definitions. We have
replicated these methods using the same dictionary and test corpus for each and have made a
number of interesting discoveries. We report on these below.

2 The Disambiguation Algorithms
2.1 The Disambiguation Task

In a word sense disambiguation task the objective is to assign to each word in a text an
appropriate sense chosen from a particular MRD. Thus to disambiguate “pen paper” relative
to the Merriam-Webster Compact Electronic Dictionary we choose sense three of ‘pen’ (“tool
for writing with ink”), and sense one of ‘paper’ (“pliable substance used to write or print on,

to wrap things in, or to cover walls”).

2.2 The Lesk Method

The Lesk disambiguation method involves the use of frequency counts in computing the pre-
ferred sense of each word in the input phrase or sentence. Firstly, all the sense definitions of
each word in the input are looked up in the dictionary. Analysis then proceeds by discarding
each word in a sense definition which does not occur in any other definition. Each remaining
word in a definition is converted to its root inflection. A count is made of the number of
times it occurs in other definitions and that count is then associated with the word wherever it
occurs. A score is then determined for each sense definition by computing the product of the
word scores within it. Finally, each word is disambiguated by choosing the sense which has
the highest score.

2.3 The Cottrell-Ide-Vercnis Method

Cottrell-1de- Veronis disambiguation is similar in spirit to the Lesk method but uses a spreading
activation network with two-way arcs. There are two types of node in the network, word nodes
and sense nodes. The network is created by first allocating one word node to each content
word in the input®(function words are eliminated). Thus for “pen paper” one word node is
allocated for ‘pen’ and another for ‘paper’.. Each word node is connected by excitatory arcs
to sense nodes, one for each semantic sense of the word as defined in the dictionary. Thus we
might have ‘pen’ connected to penl, pen2, pen3 and pend, with ‘paper’ connected to paperl-
paper5. Each set of sense nodes for a word is strongly interconnected by inhibitory arcs to
form a winner-take-all network. Each sense node is then connected to one word node for each
word occurring in that sense definition, converted to its root inflection. Thus pen3 would be

1 According to our preliminary findings on a corpus of 100 sentences

*Two very interesting corpus based approaches to disambiguation are those of Schuetze (1993) and Gale,
Church and Yarowsky (1993). The authors report very good results for these methods. However they are not
readily applicable to a task whose objective is to point to the correct sense in a dictionary.
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biguity

Table One: Corpus Am S— I
Category Word Counts vs. Degree of Ambiguity

1] 2 31 a] 5| 6| 7 8| 9|10
Nouns 851901 106 | 49 | 63 20| 15| 13 22 3
Verbs 30| 56| 50| 38|41 20 | 30 lz .
Adjectives | 17 15| 48| 28|17 9 11 ; 0
lAdverbs 71 1| 12| 4| 3 1511

o = =

These links are excitatory. There is only one inst:;t:el
i ition, se
d node in the network. Thus if a word occurs in .morfa than one :lef;;u::: ;; i
by V:C:; v:vlill be connected to it. Because these nodes Jom.dlfferent pzr isn e e
8“3:130 Ilt‘:::m can capture the semantic links between senses of dlff(elrer‘;t “'i?lzesacﬁvaﬁon it
t 0%&: activation functions used in the network are very standard.
e

t+1,a;(t+1)is defined as follows:

connected to ‘tool’, ‘write’ and ‘ink’.

1
ai(t+1) = a(t)+si—9 (1)
The squashed net input s; is defined by
2
s; = ni(1— @) when n; > 0 (2)
s; = Niag when n; <0
where the net input to node t, n; is
| (3)
n; = Ew,-.-a,-
J
Decay § is given by =

§ = Dy(a; — D2)
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i ili ched.
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3 Disambiguation Trials

3.1 The Tests
of 100 sentences was created from A

First of all, a corpus
Function words were eliminated. Each word was t
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nimal Farm by George Orwell.
hen disambiguated manually by two human

[ Table Two: Disambiguation Performance Results —|

Lesk | CVI-1 | CVI-2 | CVI-3

Total sentences 100 100 100 27

Total words 2647 2647 2647 679

Total content words 1094 1094 1094 289

Total ambiguous words 954 954 954 250

(87%) | (871%)| (87%)| (86%)

Total unambiguous words 140 140 140 39

(13%) | (13%) | (13%) | (14%)

Total correct 422 660 651 168

(includes unambiguous words) | (39%) | (60%) | (59.5%) | (58%)

Total 'ambiguous correct 282 520 511 129

30% 55% 54% 52%

Total ambigucus isolated 412 412 0 0
(43%) | (43%)

Total ambiguous non-isolated 542 542 954 250

(57%) | (57%) | (100%) | (100%)

‘Total ambiguous 282 276 511 129

| non-isolated correct (52%) | (50%) | (54%) | (52%)

subjects. During the disambiguation session, a subject was presented with a complete sentence
on the screen together with the appropriate definitions from the Merriam-Webster Compact
Electronic Dictionary. They then selected zero, one or more senses for each word which they
considered appropriate for its use in that context. The results of each session were saved in a
file. The ‘correct’ set of senses for each word in a given sentence was then created by taking
the intersection of the sets created for it by the pair of subjeéts. The result was a set of 1094
disambiguated content words which were then used for testing the algorithms. This compares
favourably with the 138 word pairs ‘used in the Veronis and Ide study. Table One provides
some information about ambiguity in the corpus. Specifically it provides frequency counts of
1-way to 10-way ambiguous words broken down over syntactic category.

The corpus was then used to test four algorithms, Lesk, CVI-1, CVI-2, and CVI-3. The
results of the tests are summarised in Table Two. The terms used in colurnn one can be ex-
plained as follows. Content words are defined to be those of category noun, verb, adjective or

_adverb. Function words are thus excluded. An ambiguous word has more than one sense in

the dictionary while an unambiguous!word has only one sense. Total correct is a count of
the ambiguous words which were disambiguated correctly plus a count of all the unambiguous
words. Total ambiguous correct is the real test of the algorithms. It is the number of
ambiguous words which could be disambiguated correctly. Isolated words are those whose
definitions share no words with other definitions in the sentence being disambiguated. By
definition, such words can not possibl)r be disambiguated by either an Ide or a Lesk method.
Total ambiguous isolated is a count of the ambiguous words which are isolated. Total
ambiguous non-isolated is a couny of the ambiguous words which are in principle disam-
biguatable by the methods. Finally, total ambiguous non-isolated correct is a count of the
disambiguatable words which were correctly chosen by the methods. This is the true measure
of performance of the algorithms. '

Our principal finding is that all the methods give broadly comparable results of 50-54 per-
cent ambiguous non-isolated correct. CVI-2 gives the best result at 54 percent. The difference
between the Lesk ambiguous correct and non-isolated ambiguous correct figures is because



Lesk can not disambiguate isolated words at all. The Ide methods disambiguate such words at
chance, giving a superficially better performance.

Ide and Veronis report a higher figure of 72 percent in their study (Ide and Veronis, 1990).
However their work was conducted on word pairs rather than complete sentences which is
an easier task. Also it is important to note that we included all syntactic categories in our
experiments - noun, verb, adjective and adverb - and that we only considered an algorithm
to have correctly disambiguated a particular word if it chose the right sense and the right
syntactic category. This is a severe test of an algorithm.

It is interesting to note that in this study the CVI-3 networks did not perform better
than CVI-2 networks. In addition CVI-3 networks were considerably larger in size, comprising
around 3000-4000 nodes and 10,000 bidirectional arcs. This suggests that the “interesting”
words occur in the more immediate dictionary definitions rather than in those at a deeper
level, implying that CVI-3 networks may not be worth the extra space and time requirements

which they incur.

3.2 Conclusions

The main conclusion of this study is that the methods all perform at a comparable level and
that the spreading activation technique is not superior to the Lesk (word intersection) method.

However, our work indicates that the results of a disambiguation experiment have to be
considered in the light of the way in which the experiment has been conducted. The following
have been shown to be important factors:

e '1-way ambiguous words. Whether these are included in the statistics makes a large
difference to the result.

Intrinsically undisambiguatable words (e.g. isolated words in our studies). The
fact that these can be detected at run time with the algorithms discussed here is very
useful from the perspective of later semantic processing of a text. However they should
be excluded from the statistics. '

¢ The number of words disambiguated at a time. The use of whole sentences makes
the disambiguation task more difficult but it is seems a likely way in which an algorithm
would be used in a text processing application.

Factors not investigated in this study include:

o The effect of the dictionary used on results. We used the same dictionary for all
trials, namely the CED. It is possible however that other dictionaries could give a higher
level of performance overall or that they particularly suit a given algorithm.

o The domain of the corpus. The particular application domain in which the disam-
biguation is to be used may well affect results. In addition, higher levels of performance
can undoubtedly be obtained in a restricted domain, for example by exploiting domain-
specific word-sense frequency data. For example in a computer manual ‘file’ almost
certainly means a computer file.

o Criteria for the selection of test sentences. Undoubtedly the size of the corpus and
its composition in terms of sentence length, proportion of function words and so on will
affect results. :
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i i i 1
Fi 1. Synset Hierarchy for the word ‘terrier’ derived from Princeton Wordne
igure 1.

{1 sense of terrier

Sense 1

1:en(.ier —1-5 several usu. small short-bodied breeds originally trained
any o .

to hunt animals living underground)

=> hunting Hog -- .
(a dog used in hunting game)

= i och, Canis familiaris -- . o
= dom?(sitlc igi;tz:; mammal prob. descended from the common wolf; occurs
omes |

many breeds)

=> dog
= i anid -- . . 5
” Cantne; zf various fissiped mammals with nonretractile claws an
an
typically long muzzles)

- P ¥ i ; ial carnivores
’ canz:errestrial or aquatic flesh-eating mammal; terrestrial

have four or five clawed digits on each 1imb)

=> placental mammal, eutherian, eutherian mammal

N o : L3 = olk
i mam::iy warm-blooded vertebrate that nourish their young with mi

and having the skin more or less covered with hair; ym)mg are
born alive except for the small subclass of monotremes

= rtebrate, craniate -- . el
e (animal; having a bony or cartilagenous skeleton with

segmented spinal column and a large brain enclosed in a skull
or cranium)
=> chordate

: o o=
=> animal, animate being, beast, brute, creature, faun S
(a living organism characterized by voluntary mov

=> life form, organism, being, living thing --
(any living entity)

=> entity -- '
(something having conc

rete existence; living or nonliving)

repn( terrier, ’(any of several usu. small short-bodied breeds originally
trained to hunt animals living underground)’, [[any, 0.19], [several, 0.19],
[small, 0.19], [breed,0.19], loriginally, 0.19], [trained,0.19], [hunt, 0.19],
[animal,1.9], [living, 0.19], [underground, 0.19], [a, 0.17], [dog, 0.17],
[used, 0.17], [in, 0.17] . [hunting, 0.17], [game, 0.17], [domesticated, 0.15],
[mammal, 0.15], [descend, 0.15], [common, 0.15], [wolf, 0.15], [occur, 0.15],
[many, 0.15], [various, 0.11], [fissiped, 0.11], [with, 0.11], [nonretractile,
0.11], [claw, 0.11], [typir.:ally, 0.11], [long, 0.11]1, [muzzle, 0.11],
[terrestrial.0.0QGJ. [aquatic, 0.096], [*flesh-eating’, 0.096], [carnivore,
0.096], [have, 0.096], [four, 0.096], [five, 0.096], [clawed, 0.096], [digit,
0.096], [on, 0.096], [each, 0.096], [limb, 0.096], [’warm-blooded’, 0.057],
[vertebrate, 0.057], [nourish, 0.057], [young, 0.057], [milk, 0.057], [skin,
0.067], [more, 0.057], [less, 0.057], [covered, 0.057], [hair, 0.057], [are,
0.067], [born, 0.057], (alive, 0.057], [except, 0.057], [monotreme, 0.057],
[bony, 0.038], [skeleton, 0.038], [segment, 0.038], [spinal, 0.038], [column,
0.038], [large, 0.038], [brain, 0.038], [enclosed, 0.038], [skull, 0.038],
[cranium, 0.038], [organism, 0.01], [characterized, 0.01], [voluntary, 0.01],
[movement, 0.01], (entity, 0.01], [concrete, 0.01], [existence, 0.01],
[nonliving, 0.01]] ).

Figure 2. The semantic representation for ‘terrier’ produced by the algorithm.

remaining content words are converted to their root inflection. All such words are considered
to be features of the word-sense, and are given a centrality of 1.0. We then chain upwards using
a hypernymic link (if any)!. At the next level up, features are extracted from the hypernym'’s
gloss, using a centrality of 0.9. The process is repeated, reducing the centrality by 0.1 at each
level, until either the top of the hierarchy is reached or the centrality falls to zero. Finally, the
representation, consisting of a set of feature-centrality pairs, is normalised.

3 Results

We have implemented the above algorithm, generated some noun representations and carried
out initial tests on the results. Figure 1. Shows the synset hierarchy for the word ‘terrier’
as defined in WordNet. Figure 2. shows the distributed semantic representation which the
algorithm produces for that word. One way in which the lexicon can be evaluated is to compute
word-word similarity measures for a given set of word pairs and then to analyse the results for
Plausibility. In an initial experiment we chose five categories of concept, cars, dogs, flowers,
trees and people. Four words were chosen within each category to use in our tests (Table
L.). Three pairs of categories were then chosen, cars-dogs, flowers-trees and people-dogs. Each
Category pair contains four words from the first category and four from the second, eight words
in total. An eight-by-eight matrix of word-word similarity figures was then drawn up for each
Category pair (Tables 3-5).

There are several points to note about these. Firstly, in Table 3 the match of one car '
Word with another is high, ranging between 0.58 and 1.0 with an average of 0.8. This shows
that the lexicon has captured the similarity between the car concepts. Secondly, the match
of one dog word with another is also high, ranging between 0.63 and 1.0 with an average of

1At present we only choose the first such link if there are several,




rl‘able 1. Twent

y words in five categories l
e ——

cars dogs flowers trees people
chariot pug pansy  larch bruiser
motorbike terrier daffodil pine patriarch
jeep lapdog tulip oak siren
&oped chihuahua rose sycamore rake

[ Table 3. Cars vs. Dogs

ST S
[ Table 2. Lexical Representation Summary
e

No of words

Maximum

Total number of features 249
Average number of features 39
Minimum 17

76

20

0.76, for the same re

linked semantically. Table

ason. Thirdly,

between 0.05 and 0.17 with an average of
4 shows results for the flowers-tr

the match of a car wo
0.1. This is because cars an

rd with a dog word is low, ranging
d dogs are not closely
ees matrix. Flowers and trees are
and this is reflected in the results.

much more closely related semantically than cars and dogs,
an average of 0.4, much

Flower words match W ds in a range of 0.30 to 0.67 with

ith tree wor

higher than for cars and dogs. The match of flowers with

to be high. Finally, Table 5 shows the people-dogs m
with themselves is
0.76.) This is because t
that ‘bruiser’ against ‘r
This matches one’s intuitions
‘rakes’ are not.

he people words are in
ake’ is the best match while
about these concepts: pa

lower than that of dogs with themselves
fact a rather disparate set. Note

‘bruiser’ against ‘patriarch’
triarchs are “good” while ‘bruisers’ and

flowers or trees with trees continues

atrix. Note here that the match of people

(average 0.63 rather than average
in particular

is the worst.

4 . Conclusions
gorithm by which a large lexicon of distributed semantic representa-
ated automatically from the Princeton WordNet. We have also
he hypothesis that these representations are capturing

We have presented one al
tions for nouns can be gener

shown some initial tests which support ¢
the meanings of the words. While simple vectors can not capture every aspect of meaning,

the wide coverage of a lexicon of this kind renders it a promising candidate for applications
such as information retrieval where large quantities of unrestricted text need to be analysed
with reasonable accuracy. We are at present refining our algorithms and investigating other

strategies for measuring the performance of a lexicon objectively.
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chariot motorbike j
- e
chariot 1.00 0.74 o moped Pug terrier lapd -
motorbike 0.74 1.00 0 0.73 0.13 0.17 pdog  chihuahua
jeep  0.58 0.69 0.69 1.00 0.11 0.1 g'i;‘ 09
moped  0.73 T N 0.68 0.08 0.09 0.09 06
pug 0.13 0.11 0'38 1.00 0.10 0.10 0.1 s
terrier 0.17 0.11 08 0.10 1.00 0.68 0.6 0.05
lapdog  0.14 0.11 P 0.10 0.68 1.00 - e
chihuahua 0.09 0.0 02 0.11 0.65 0.63 o b2
.06 0.05 0.05 0.69 Pl é.oo 0.67
: : : 67 1.00
| Table 4. Flowers vs. Trees
pansy daffodil  tuli
pansy 1.00 032 0“3 P rose larch pine Gok ]
daffodil  0.32 1.00 0'78 0.49 0.37 0.32 0.37 Zy;amore
tulip 0.36 = : 0.37 0.38 0.33 P =
rose 0.49 0;(7] (1).00 0.41 0.39 0:33 g;; o
larch 0.37 3 <l 1.00 0.56 0.58 ' o
pine o 0.38 0.39 0.56 50 53 0.67 0.44
oak 0.37 033 (] 0.58 0.83 1.00 g'gé e
- 0 0.37 0.67 0.74 0.83 ' A
-39 0.30 0.44 0.64 0.62 1.00 0.60
: - 0.60 1.00
| Table 5: People vs. Dogs
bruiser i :
. patriarch siren
bruiser rake i
patriarch (l)gg U 0.52 0.63 (I)mlg2 i -apcog chitahiia
siren - 1.00 0.40 0.55 0.15 8'12 Lo g0
o 3 ggg 1.00 0.50 0.14 0.17 8'16 g
pug 0.12 TRE .ol 1.00 0.12 0.15 0'14 o
terrier  0.15 0. L 0.12 1.00 0.68 4 e
) by 18 0.17 0.15 0.68 ol 0.65 0.69
chihuahua 0.0 S Do 0.13 0.65 0.62 = N
: 0.17 0.09 0.08 0.69 0.7 1.00 0.67
2 : 0.67 1.00

[ Table 6 Word-Word Summary |

Cars-Cars average
Cars-Dogs average
Dogs-Dogs average

0.80
0.10
0.76

Trees-Flowers average
Al
Trees-Trees average

Flowers-Flowers average

0.58
0.40
0.78

People-People average
Dogs-Dogs average

People-Dogs average

0.63
0.76
0.14




words first(section 4.1). This distance shows us whether 2
certain word is resemble to the other words or not. We can
get the distance from d-bigram, too. According to this dis-
tance, we get a group of words which elements are resemble
to each other. We call this group a cluster of words. Our
experimental result shows that the cluster comes to be prac-
tically a grammatical category. However, we do not use any
grammatical information to cluster, so we dare to call this
information just ‘cluster’(section 4.2). Once we get clusters,
it is not so difficult to smooth d-bigram data(section 4.3). All
we have to do is that we calculate a new information of each
elements in a cluster using all elements in the cluster.

Our system takes natural language sentence as its input,
English, Japanese or Chinese. Both Japanese and Chinese
are agglutinative, and we need the morphological analysis
step. The method of the analysis is as complicated and
important as the method of translation. An English sen-
tence has several words and those words are separated with
a space. It is easy to see how you can divide an English
sentence into words. However, for example a Japanese sen-
tence needs parsing if you want to pick up the words in the
sentence. We divide agglutinative-language sentences into
words(morphemes) without using any grammatical informa-
tion. Instead, this system uses the statistic information be-
tween words(morphemes) to select best ways of segmenting
sentences in agglulinative languages.

Lexical analysis is a simple procedure. After the morpho-
logical analysis, a right words which make up the sentence can
be taken. We translate the words to the corresponded words
in the target language. by using a word-dictionary. How-
ever, we often come to see the difference between languages
at this point. For example a preposition in English is hard to
translate into Japanese. Some should be translated in several
ways, and some should not be translated. The same thing
happens in English-Chinese translation too. This is & prob-
lem need to be solved, so we take some heuristic approach in
this paper(section 5.2).

After we get words translated into target language, we con-
struct a sentence according to a statistical information of that
target language. The statistical information is characterized
by some factors of the language. So we can generate the sen-
tence which fits to the language. Brown used a trigram to
generate the sentence in his paper(3]. Our method(section
5.3) based on d-bigram has two major efficiency as compared
with a method based on trigram. First, a trigram is based on
a sequence of just three words, so, words at a long distance,

more than four words away, have no effect. Our method is
based on d-bigram, so the information between words at long
distance gives us better effect on generating a sentence. Sec-
ondly, when we want to generate a sentence which consists of
three words, we have Lo have just the same word sequence in
the trigram. In other words, when we do not have a certain
sequence of three words in a corpus, we can not create the
sequence at all. A d-bigram is more generalized information
than trigram, so we do not need the exact sequence in a cor-
pus. When word-B appears next to word-A in some place of

the corpus and word-C appears next to word-B in other place

of the corpus, we can create a sequence — word-A, word-B,
word-C —.

3 Statistical Model

There are a lot of constraint on natural languages. For exam-
ple, we can use 'wine’, juice’ and "beer’ after "drink’, however

“stone’ is not suitable. In NLP, it is very hard to write these

phenomena as a rule. We use statistical model to express
these phenomena implicitly. In other words, we get these
phenomena as statistical information because they exists nor-
mally in a corpus.

In statistical model we consider a probability of a word
wa41 which appears next to sequence wy, w3, ..., Wa. When
n is three, it is called trigram model. Trigram showed a good
result in automatical speech recognition, and some research
for NLP based on trigram have been done[3}. Thus trigram
is considerably good model for language, however, it is very
hard to get enough trigram data for all sequences of certain
three words.

3.1 D-bigram

We introduce our new statistical model named d-bigram.
This is a kind of n-gram information, however we add 'dis-
tance parameter’ to n-gram as new feature. D-bigram is fun-
damentally a bigtam information. Normal bigram informa-
tion takes the probability that a word w is followed by a

- word ws. It shows the probability how many times the se-

quence of wy, wy appears in a corpus. For d-bigram, we add
*distance parameter’ to bigram. D-bigram information takes
the probability of a ws which appears in 'd’-distance away
from a word wy.

D-bigram includes mutual information and bigram. Fig-
ure 1 shows an image of relations among d-bigram, mutual
information, bigram and trigram.

%

Figure 1: D-bigram and other informations

3.2 Mutual Information

D-bigram is similar to mutual information. Mutual Informa-
tion in NLP [8] [9] is defined as follow; :

P(wy, un) L)

MI(wy;ws) = log pr S0y

;

t}gl( . Il;g ¢ a word
w; :  the probability w; come,
8 out j
P(wy,un) ‘the probability wy and wgo:o:nr;n S
in s 3 out together

This is an information of the mecie;tion of two words. It
8.

does not have any concern about dig
}vorc!s. According to d-bi
information as follow;

MIa(wy;wy;d) = Iogﬂw

:: tance or sequence of two
gram, we can extend this mutual and we use this to determine whether a cert

N ¢ the numl i i
il 'R i-chb“ of .kmds of word in a corpus.
o) | o word in the corpus
i) Wy, H uency that w ; g i
g‘wonj, e wo:;::":;:. appears at the distance of
distance between w; and wy,

This matrix will be characterized according to the words
'

ain word is resem-

ble to another or not. We calculate th 1
. . : e val SETTIRT

with expression (4). alue of this likelihood

P(w) Plun)P(wy) @ R(wi;w;) = _—‘“‘“‘,:;V L (4)
Pl o2 ) i the possibility the word w appears in the corpus : ! |WJ |

;hc p;:]:sibi]ity wy and wycome gut
words away from cach other in th
Now MI; has a parameter d which i

words. Our system use M I, for calculation.

4 Smoothing a Corpus

As described above, d-bigram information comes to be bias

“fhen the corpus is bias. For example
simple corpus like Figure 2. :

He is a boy.
He is a student.
Ken is a boy.

Figure 2: Simple Corpus on the Bjas

This example shows that word ‘He' i i
formation with the words ‘boy’ and ‘stu::xt?nh:wtlvg;: ?ll'{u:“:
doeslnot ha.'w.- any d-bigram information witl; the word"st:-
fient . Considering about the meaning, it is possible that Ke
is not a student indeed. However d-bigram can be used fn
?}"hl.:zcuc analysig, so if we can have an information betwe: :
Ken afld 'student’ from this corpus, it is very effective. O ;
smoothing approach is based on this policy. i

4.1 Relation among Words

To smooth a d-bigram information, we define a relation
among words. When we take a d-bigram information from
some corpus, we also get following informations;

N ¢ the number of kinds of

words in a corpus.

frequency that word w;

appears at the distance of

d words from word wy,

f(w) :  frequency that word w ap-
pears in the corpus.

o(w;, w;, d)

Le [ i d note a f i =~
t [‘ )e ot eature matrix ‘Ol some W()l'd w; as ex

Wi = {e(wi,wj,d)| - N <i< N,-N < j < N} (3)

This value denotes an approximate angle of feature matri-
ces of two words. From this value we can measure how alike

18 & distance of two those two words are.

4.2+ Getting a Cluster of Words

We can get clusters of words according to Rij, the relation
between the word w; and the word w;. Figure 3 shows an
example of a cluster. Now we show the best 10 words of the

suppose we have a cluster.

<< he >> << masao’s >>

she 0.933660 junko'’s 0.800000

i 0.860372 abraham 0.800000

it 0.839873 kumi’s 0.723196

ve 0.812462 ken’s 0.656087
they 0.793287 a 0.630961
what 0.767187 mike’s 0.605705
uﬁere 0.760661 raining 0.597614
jane 0.764544 always 0.567367

<< baseball >>

<< my >>
tennis 0.734267 the 0,753352
basketball 0.569614 pike’s 0.710319
football 0.500712 his 0.663994
not 0.4473206 her 0.653838
a 0.444852 this 0.643308
to 0.44323% your 0.595691
up 0.438360 a 0.588980
still 0.425295 that 0.577314
english 0.421694 very 0.576184

Points on the right shows a cos()
according to an angle between two words.

Figure 3: Cluster of words

4.3 Smoothing a D-bigram

There were some research to smooth a statistical information
!‘or NLP. The major method to do so is based on a grammat-
ical category of words[10]. To get the calegory of words, we
need some grammatical information. Some corpus like Br::»wa

Corpus h?s Lags, 80 we can get a category of the words easil ]
However it is difficult to make such corpus which has coni
plete tag(category) information. In this paper we propose a
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method which does not need any grammatical information
but only statistical information. As we described in the pre-
vious section, we can get a cluster of words using d-bigram.
This cluster shows that words, which are members of the clus-
ter, have same characteristics in some ways, so We can give
them a same value as a new feature matrix. Expression (6)
is used to calculate the new value.

3 51Dy (w, w)) fa(fra(ei))e(z:) ()

vimp(W) =
i=1
Ju(w)]
vncw(w) = —FUim (w) (6)
|vimp ()]
i . The i-th word in the corpus
h . the function which gives some
weight to Dy(w, zi).
f2 . the function which gives some
weight to frq(zi)-
Dy (w1, u2) the function which gives dis-

tance between wy and w2.
fre(w) . the function which gives fre-
quency of word w. '

5 Machine Translat ion

We have implemented statistics-based machine translation us-

ing d-bigram model. We have designed the system aiming at
ce statistics-based system is_ for that domain. From. this assumption we cons

the multi-lingual translation, sin

more suitable for it. We chose English, Japanese and Chi-
nese for the system. We did not need any grammatical infor-
mation for those languages, however we have to prepare the
corpora and word-dictionaries. Figure 4 shows an image of

multi-lingual system.

input senience

|

ENGLISH

input sentence

‘
Joe = I
CHINESE »—v——-———"""7"

S\ /&

Inpul sentence

———
=l
Figure 4: Image of Multi-Lingual System

5.1 Morphological Analysis

An English sentence is separated into words with blanks. So
we can gel a word very easily. However we can not get a word
from both Japanese inputs and Chinese inputs, since both
of them are agglutinative. For handling with agglutinative ’

language, we have to analyze morphological information.

It is not so difficult to divide a sentence into some words
by using word-dictionary, Lhowever we get a lot of answers as
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result, We have to have a method to select a correct answer
at that point. We use mutual information, M4, to doit. We
evaluate each answer using a point which is calculated with
expression (7).

n-1n-d
M Ig(w;, wiza, d
Id(W) - 2 2 d( id: i+dy ) (7)
d=1 =0
W : asentence
w; : Thei-th word in the sentence

We take the sentence which gets the highest point as the
answer, then it is passed to the next step, the lexical transla-

tion.

5.2 Heuristic Approach to Lexical Transla-
tion

At this step, we translate a word of source language to a word

of target language. We have word-dictionary for this. Word-

dictionary has an entry for each word and a translation to 2

target language. Now we use heuristic approach to construct

a dictionary.

Brown showed a method to make glossary in his paper[3].
His method is suitable for statistical model indeed, however
we think it is hard to collect multi-lingual corpora for same
domain. If we can do it, probably there is a word-dictionary
truct only

word-dictionary for translation.

5.3 Creating a Result Sentence

A target sentence will be created at this step. We take a
sentence which all words in the sentence are translated to
words in a target language, however the order of those words
are illegal for a target language. So we have to reconstruct
the sentence according to a statistical information of a target
language.

First, we get permutations of those words. For each ele-
ments of those permutation, we calculate the point of evalu-
ation using expression (7). Then we take the sentence which
gets the highest point as the answer.

We get too many permutations when a target sentence has
many words. If we calculate all those sentences, it costs very
much. So we cut some branches during calculation. It is
important to get an answer in a reasonable period of time.

6 Results

We have tested our system under the condition describe be-

low;
o Target languages are English, Japanese and Chinese.

o The corpus comes from English text book for junior high
school students in Japan. For both Japanese and Chinese
corpus, we translate all sentences manually.

o The corpus has 1407 kinds of words and 25000 words
totally.

6.1 Word-Clustering

Table 1 shows an exam
ple that how relation
! s betwe
can be gotten. We can get considerably good res:lr: ‘i”:xorr(:s

lations. ‘he’ and ‘tom’ .
. t Y : :
‘student’ too, get high association and ‘boy’ and apply this method to translation or morphol

Ta:le 1: Sfimple Relations of Words

e is a

}.le 1.00 0.00 0.00 O!ng Stgdoti)nt e

is 0.00 1.00 0.00 0.00 0.00 ggl

L 2 000 000 100 000 000 g
boy 0.00 0.00 -0.00 1.00 0.94 0. X

student | 0.00 0.00 0.00 0.94 1‘00 0'00
tom 091 0.00 .0.00 0.00 0:00 lgg

We can get clusters from i
these relations. Table 2 i
] and -
iunri llli showlstexeli.mples of results. Though there are some noE;;gs
e result, elements of the cluster is consid
: bl d
pecially, words ‘tokyo’, and ¢ Serdhs o
' , japan, has words which decs
places as their members. This cl T
‘ ” uster shows not onl -
matical category but also semantical group of words y’l‘gl:?snils

is alike to ’tom’, so smoothi i

Hng incr
¢(tom, has, 1),c(tom, boy, 3),c(tom, student ;;se e
and e(tom,pen,3). This result is quite gloo

value,
se(tom, book, 3)
d, and we cap

ogical analysis,

Table 3: the feature vector of “tom” (before smoothing)

tom

3 -2 -1 1 2

he 0 00 0 0 3

is 0 0 0-1 0 0

a 0 0 0 0 1 0
boy 0 0 0 0 0 1

: 0 0 0 0 0 0
student [0 0 0 0 0 o
has |0 0 0 0 0 0
book 0 0 0 0 0 0
pen 0 0 0 0 0 0

Table 4: the feature vector of “tom”(after smoothing)

the very result we expected by using d-bigram. b 2 ; : .
he 0 0T 0 1} 0
18 0 0 0 0.6 0 0
Table 2: Cluste bz 0 0 0 0 i 0
: rs of Words Y 8 8 8 8 0 030
. 0
. tokyo(19) Jjapan(49) Stui:ﬂt 8 8 8 ; 0 O%O
Japan 0787250 | america  0.805020 book |9 0 0 00 0 o
ondcrn 0.705708 | tokyo 0.787259 forn 5 5 3 0 0 828
america 0.698459 | canada 0.764874 o i : 2 :
hawali 0.688024 | france 0.721230
ca.nada 0.631273 | london 0.719089
\Vltzerlfmd 0.627182 | kyoto 0 71628;1 5
;usztraha 0.623045 | switzerland  0.714828 65 Mgpholoey
yoto 0. awaii '
e Oggggig lc:;‘;?gl; ggéggg; :;;h]: 5tsh0ws that most of the sentences, no matter whether
3 . entences are in th £pu 2 ¥
france 0.568182 | sustralia 0.654228 rectly. We find the righfsi(;g:st;rion;zetdtr;;iim&l::fsid corl;
e best mar

6.2 Corpus-Smoothing

T o
he result of ‘smoothmg is hard te show. Here we consider
small corpus like Figure 5.

He is a boy.

He is a student.
He has a hook.
He has a pen.
Tom is a boy.

Figure 5: Simple Example of a Corpus
From the corpus, we get a fealurc matrix of ’tom’

:],s"erléb!?a‘ 'After suioothing, we get new fea-
; malrix as Tabie 4. From feature vector, 'he’

I h l]s pa ] =
gmen atlons. We descilbe “le details
1n the & 0{ (=SSlb € segment n A

6.4 Transiation

9,
3|?eble 6]shows the te§ult of example of translations. This is
E,resuht of translating a Japanese sentence © it 7 L &%
Th:; ( gwatch;s the television)' into English and Chinese
umber on the right is a e i ed witl
ot £ valuated points calculated with
CaNow we can get .65-75% correct result with this style. We
oc:‘say tlIus i considerably good at this point. Most of error;
de;rt;]n exical analysis or morphological analysis. We can
de r p €se errors to.tune up our system, however some errors
pten s on semantical reason which we have to clear. Qur
s o . . i
“yes ;:’1 dczes n;(:- i:ons;der any semantical information now, so
v ve to add it in some way. Vor ex :
ve Lo g : 3 example, now we
;lot dl;::ng.mgh the poinis of “Tom foves Mary.’ and ‘Mca‘r‘;
oves 2 ] i |
il m. We lr\avc te consider a semantical information
@ en pragimatical or contextual information to solve this
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INFORMATIONAL MEASURES
OF CAUSALITY
Juhan Tuldava
Tartu, Estonia

1. Causality, in general, is
understood to involve the effect of
one event, process, or entity upon
another. It is supposed to be the"
necessary connection of events
through cause and effect. The
main issue in the discussion of
causality in our day is the question
of whether scientific investigation
should proceed on the assumption
that  things are definitely
determined by their “causes" or
on the understanding that it is
merely probable that one thing
“flows from another" {cf. Dreher
1983). The last statement leads
quite naturally to the probabilistic
conception of causality, accord-
ing to which ‘“causality is
something that may be found to a
greater or smaller degree and not
only exist" (Wiener 1956). Using

-this approach it is assumed that

some event (process, entity) may
be the cause of some other if the
appearance of the first (e.g. X)
with a high degree of probability is
followed by the appearance of the
other (e.g. Y) while it is stated
that, in symbolic form, P(X) > 0
and P(Y/X) > P(Y), ie. 'the
appearance of Y, on condition
that X appeared, is more probable
than the appearance of Y without
X". In case of multiple causes it
turns out that P(Y/X7, X2 ..) >
P(Y7X1), i.e. the addition of new

Qualico-94

factors increases the probability
of the appearance of Y.
According to the probabilistic
approach, deterministic causality
is naturally included in the
probabilistic scheme of causality
as a particular case which has the
probability equal to 7. Because of
the fact that chance and
secondary factors cannot be
excluded from the interrelations
between events, dependence
necessarily acquires a probabi-
listic (stochastic) character.
in the functioning of
language a complicated set of
multiple  mutually  interrelated
features is operating, However, in
some cases the dominating
influence of one or two faclors
can be established. This problem
of clarifying causality is to be
handled in each concrete case in
a way congruent with the aims and
tasks of the investigation, as well
as.its professional context.

2. Causal analysis in its
probabilistic treatment can be
considered one of the most
important subsidiary methods for
the description and explanation of
complex systems. The problem
lies in the investigation of the
possibilities of an adequate
measurement of causality. It calls
for the use of various quamitative
methods.

(i) When using traditional
statistical methods, the depend-
ence of an event Y on another
event X may be established and
measured with the help of the




methods of simple, partial and
multiple correlation and regression
(see, e.g., Tuldava 1994).

(i) A more complicated
method available which can help
scientists establish the relative
importance of different sources of
causality by "partitioning” causality
between  several  predictive.
variables (factors) is the so-called
path analysis (see, €.0. Heise
1975). This method (and 2
number of its modifications) is
based on linear dependence and it
may be considered a special case
of regression analysis where the
regression coefficients - are
interpreted in terms of causal
relations. -

(iii) Causal relations
between events are manifest not
only in correlations between the
various states of events, but also
in the dependence between the
levels of "uncertainty" (entropy) in
a given system. This leads us to
informational ~ measures of
causality which will be the main
topic in this report.

3 We shall examine the
simplest case, when a binary
causal relation between two
variables X and Y is involved. In
terms of information. theory we
can speak of a .causal
dependence between X and Y if
knowledge of X is capable of
reducing the uncertainty of Y, or
vice versa. In other words, to
measure a dependence between
X and Y means to measure the

armount of reduced uncertainty of
Y (or X) within the system xXY)
against the amount of uncertainty
of Y (or X) without considering the
system (XY). As statistical
measures of uncertainty, the
formulas  for  entropy and
information ‘are used (cf. Kullback
1959):

H) =- Zipi. Inpi. . (1)
HY)=-Zjpjinpj; (2)
HEXY) = -2 i Z j Pij I pij ; 3)

IKY) =-X i £ j pij In (Piffpi. P =

= H(X) + H(Y) - HOXY). (4)

Here pj, pj and .pj are the
probabilities (see Table 1), HX)
and H(Y) are the entropies of X
and Y when ' considered
independently, H(X,Y) - entropy of
the joint event, and Ixy) - the
amount of "shared information”
which serves as 2 symmetrical
measure of the ' intensity of

" dependence between X and Y.

The relations between these
measures are graphically
presented in Fig. 1.

H(XZY)

-H(YAX)

—)

=
HY)

Fig. 1. [ i
g. 1. Relations between information and entropy within the system of

two variables X and Y.

The informational measures
based on conditional entropy of X

or Y are of special interest (cf
Fig. 1): i

HX/Y) = H(X)Y) - H(Y) (5)

measures the entropy of X when
Y is known, and

H(YZX) = H(X,Y) - H(X) (8)

measures the entropy of Y when
Xis known,

On the basis of conditional
gntropies, the following standard-
ized. asymmeftric measures of
dependence can be constructed:

RXAY) = [H(X) - HXY)] H(X) =
= (X, YYH(X) ol
and

R(Y/X) = [H(Y) - H(Y/X)] H(Y) =
= (X.YYH(Y). (8)

The measurement of causal
dependence between X and Y
according to formulas (7) and (8)
is the estimation of the relative
amount of reduced uncertainty of
one the variables within the
systemm of (X Y) against the
amount of uncertainty of the
variable considered independent-
ly. In other words, the coefficients
signify the diminishing level of
uncentainty of one of the variables
under the influence of the other
variable. The coefficienis wvary
within the limits of 0 and 1.

4. An example where causality in

linguistics has been ascertained is
in the case of WMenzerath-
Altmann's Jaw stating: "The longer
a language construct the shoster
its components  (constituents)"
(Altmann & Schwibbe 1989). Cr,
otherwise formulated: "The length
of the components is a function of
the length of language constructs”,

Az an illustration we shail
analyze the dependence of
average word length (in syllables)
on clause lengih (in words) in a




sample from an Estonian text of
fiction. (Clause length is deﬁned
by the number of finite verbs in a
sentence.) The application of
informational measures will be
demonstrated on the basis of a R
'x C contingency table (here a’
simple 3 x 3 table) with the_
bivariate distribution of the
features "clause length” (X) and
"word length”" (Y); see Table 1.

Table 1 '
Absolute and relative frequencies
of cross-classified data

H(Y) = - (0.107 In 0.107 +
+0645In0645+
+0.248 In 0.248) = 0.868;

H(X,Y)=-(0.005In0.005 + ... +
+0.036 In 0.036).= 1.910; -

I(X,Y)=1.092 + 0.868 - 1.910 =
= 0.050.

To test the statistical
significance of the computed

value of IXY), ie the
significance of interdependence

(association) between X and Y,

Y Y2 Y3 Total
X1 21 87 54 143 -
1 (p14=0.005) (p12=0.207 (P13=0.129) | (P1. A 5063 )
X2 23 100 35 ; L3
(p21 =0.055) (p22=0.238) (P23 :50-08 (P2. t
20 ' 84 1
& (p31 = 0.047) (p32=0.200) (P33 1=004.036) jpsn = 2.22:3)
| 45 271 nist
s (pq =0.107) (p2=0645 (pa= 0.248) | (p_=1.0)

in table 1, X denotes short
clauses (less than 5 words), X2 -
medium long (5-8 words), and X3
- long .clauses (more than 8
words); Y1 denotes short words

(average length less than 2
syllables), Y2 - medium long (2-
2.5 syllables), and Y3 - long words

(more than 2.5 syllables).

The calculation o.f the
informational measures \.mth the
help of formulas (1-4) gives the

result:

H(X) =- (0.3411n 0.341 + 0.376 In

0.376 + 0.283 in 0.283) = 1.092;

the loglikelihood ratio statistic G2
can be used: '

2=2n1=2n[-ZiZjpjn @i
G =12in -Zizjpiny

Pi.pj)

In our case G2 = 2(420)0.050 =
42.00. As is known, the statistical
tests G2 and X2 are of similar
functioning. Both have a

distribution which is approadmately-
chi-squared with. (-1)(c-1) degrees

of freedom. Applied to the 3 x 3°

table, df = 4 and the critical value
at the 0.001 level is 18.46.
Consequently, the value of G2 =
42.0 allows us fo state that the

ﬁ

interdependence between X and Y
is statistically highly significant
(despite the low value of Xy,
which indicates that in addition to
X there -are other factors
influencing Y).

We can proceed with the
calculation of the asymmetric
relative measure RY/X)!
according to formula (8):

R(Y/X) = 0.050/0.868 = 0.058.

The value of this index signifies
the diminishing level of uncertainty
of Y under the influence of X. As
Astola & Virtanen (1983) have
pointed out, a square root
transformation of this index would
be a better measure of
dependence which would fulfil
both theoretical requirements and
intuitive expectation set for a
correlation  coefficient. We

“calculate

VRETX) = (Y/X) =/0.058=0.241

which gives us the estimated
degree of causal determination of
Y (average word length) by X
(clause length). '

Note. The concrete values
of informational indices may vary
depending on the grouping of
categories in an R x C table. In
this study a somewhat simplified
grouping of clause length and
word length into 3 subcategories
was used. _

As informational measures °
of causality do not require linearity
in the relation between the

variables and can be calculated on
the basis of both metrical and
non-metrical (nominal) variables,
they (i.e. informational measures)
deserve special consideration as
valid tools in measuring and
interpreting causal relations in
language.
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Topical paper (RFS). It is this framework that "holds" the melody of a + + )
‘ syntagma based on the first and the last syllables of RFS. 0
| AREA: descriptive quantitative typology and stylistics of Including the melodic parameter in the analysis results : t
languages in phonetic aspect in a new unit called rhythmic and melodic framework of a -
\; syntagma.
| SUMMARY:
In the present paper the distribution of the most frequent Table 1.
phonetic words in a number of Indo-European languages is Rhythmic structures
considered.  Also a method of obtaining represetative
statistic data is described.
RS type Languages
%

The system of prosodic features is common to all
phonostylistic varieties of oral speech. This includes such
subsystems as rhythmic structures of phonetic words,

Russian  Buigarian Spanish  English German

“syntagmas and their rhythmic models, - phrases, v/ 13 138 5.8 27 17,6 g
phonoparagraphs. However the distribution of units in each 2/ 16,8 16,5 18,3 18,8 16,9 ]
of the subsystems, their frequencies of occurence and 22 21,3 10,5 7 21,5 16,7 g
probabilities are specific for different functional styles. 31 6 78 13 14 7 ]
‘ It is evident that units of grammatical and lexical 32 19,6 16,6 233 5,3 23,3 L
levels of this or that functional style crucially influcnce the >3 [ 23 6.7 38 3.2
choice of prosodic units. A certain phonetic style is formed an 18 1.8 - 07 N
. Ak =il 42 4 10,9 1,7 1,9 2
where linguistic means, communicative set and a number of '3 92 1.7 20 19 28 é
extraliguistic  conditions ~ meet. The set for speech 44 14 1,’3 03 0’,5 0:5 o
realization is of great importance, each phonostyle has it's 513 5 2 5 14 1 -
‘ | primary functional significance pertaining to the specific 54 - ] 8.3 g - rE
| character of style.
The typology of phonetic words and rhythmic structures
| ' (RS) is a system fundamental for forming the prosody of Table 2.
units of different length where RSs are construed as one  Rhythmic structures in various functional styles of Russian
or more words united by one word-stress. RS-type is a speech
fraction where the number of syllables is the numerator
| and the ordinal number of thc stressed syllable is the .
denominator, e.g. rog, table: RS - 1/1; ron/a, the t/able: RS Struc- Prosaic texts |
-2/2; r/ons, t/ecord: RS -2/1. ture : |
Quite a number of articles are devoted to research of . — i |
word-stress in Indo-European languages. However there is t},;pes Hacol ?‘d Scientific text Political |
| no agreement on characteristics and functions of the o - Tinguistic ! aw e ‘
phenomenon in question. In the present paper we assume i |
I that the primary function of the word-stress is to organize ‘
the phonetic word but not to highlight the stressed syllable. | 5,28 11,74 9,49 1,73
In each of the studied languages the grammatical 2/l 12,4 15,93 7,29 12,64
properties determining the rules for forming RSs are taken ~ 2/2 14,86 11,19 1,56 8,59 !
into consideration, namely: presense vs absence of proclitics 3N 4,74 6,91 11,04 6,74 i
and enclitics, combining of autonomous word into RSs, 312 18,11 13,02 6,43 12,52
| tg:fg.nination, junctures, rules of reduction of various types, 32 ;:g?l’ g:zg 186?559 “%23 —
The f0119wing inventory of frequent ‘RSs (tables 1, 2 and 2{2 3"1‘3 g:gg 12 ’9982 4?9’2 _ R K Pe) o
the figure) is a product of segmentation of recorded texis b\ 2 = w ()
i into RSs by a qualified group of listeners. The segmentation  %oftext 87,59 81,21 76,73 78,60
was carried out against the background noise; the semantic  covering
content was not recognized but the rhythmic structure could ===
be restored. The white noise was generated in the range 20~
| 20.000 Hz. 3 The material of the tables and figure reveal a common
1] RSs form the rhythmic framework of a syntagma. We tendency of using the most frequent structures in studied
-[I call this feature "rhythmic framework of a syntagma" g
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languages. The reliability th:r g;g/memalion into RSs by
i ers was no less than 93%. i
mu;;é}"fauﬁted inventory of frequent RSs‘ helps indetify
cach type even when the stressed syllable is not mgrk_ed l;];_
any attribute since there are no Fpulﬁc characlensl'lcslhe
stress. Only RSs cosntituting special neuron mo(!els 1; e
human memory in a generalized form are recognized.

a unit of the expression aspect when realized has the lexico-

semantic meaning of a word-form or a succession of word-

gehr::s;appmach makes possible to describe !x’,x.ic'o-:aema\ntir:,t
semantico-syntactic and  prosodic peculiarities of tex

organization on their integrity.

TumnosiorndecKme ¥ CTUAMCTUIECKNE ;
XapaKkTePUCTUKY (POHETHHECKOTO cnonaOB
npuMepamMu u3 MHIOEBPONEACKNX A3BIK

BnaTtoycrosa JLB.

Peaiome:

B  HacrodAuleM  JAoKyazne paccma-rpu:::'rcs

pacnipefiesiese Haubosee HACTBIX nq:none'r!; mm
OeBpOMneicKuX 3

CJI0B B HEKOTOpbIX  MHI

Takske omMcaH MeTOZ TNOJYHeHus CTATUCTUYECKUX

JIAHHBIX.

L 9TO  3aImMcaHHoe Ha

‘ﬁ
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Qualico.94

IIOPOMXAeHusA pyccKoro cTMXOTBOPHOIO TEKCTa
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Muuckuis muursneTyeckmit YHHBEPCUTET
220662 r.Muuck, ys1. 3axaposa, 21
E-mail: rootalingua@.ibibel.glas.apc.org

Hoxnaz

TEMATUYECKAA OBJIACTE: Mopesmpobaune na
OBM nporecca MOPOMAEHUA TEKCTa.

Peaome:

Ilpegnaraerca  Mozens  nopompgeHus pPycckoro
CTMXOTBOPHOIO TeKCTa, peajM30BaHHaA Ha IBM-
cosmecTumbix IIOBM. Mogens onmpaercs na Gaay
BHaHWMH, Npe/CTAaBIEHHYI0 B Buze thpetimos, u ma
COeUMaNBHLIA  cJioBaph, © B KOTOPOM Kaykjol
MalMHHOA  OCHOBE HAPAAY € rpaMmaTH4eckol u
CEMaHTHYeCKOM npumicana utidopmanma
3MOLMOHAJIEHAA U CTPYKTYPHAA.

AKRTyanLHOCTL TeMbl CBA3aHa ¢ HeobXonMMOCTbLIO
paspaborku  Momeneit nopoxaennsa Ha IIOBM
TIMCEMEHHEBIX TEKCTOB.

PafoTa OTHOCMTCA K HANpaBNEHMIO - CHHTe3
TeKCTOB €CTeCTBeHHELIX A3BIKOB.

B npeanaraemoit
Oynyiee cTUXOTBOpeHMe
BUZie clenymouero dpesima; ]

VERS[<SESFOS >;<RO1>;<SESFOS >
<SESFOS >;<RK> ], (1)
rge SESFOSi - CEeMaHTUKO-CHHTaKCUYecKue
dhopmysbl eTpody cTuxoTBoperus, a RO1, ROZ, .. Rk
- TIpaBuJia, KOTOPbIe CBASLIBAIOT 2TH cTpodsl MexTy
cobot. 1

CemanTtuKo-cuHTaKkcHYecKan Gopmyna cTpodsl -
) CHOeLMaIbHOM  CeMaHTHMKO-
cunTaKcuyeckom sssike CEMCYHT (1] npemmerHo-
SMOLBOHANBHOE COEPIKAHUE CTPOGBL

Mozeny NOPOMHeHuA
VERS nipencraBnifeTcs B

IIpeamMeTHO-3MOLMOHANBLHBIN coepKaHmeM
(II3C) crpodrr waswBaeTcA ofmMpaoueecsi Ha
TMaBHble  OMOPHBIE  cjloBa  TekcTa  coobiienue,

pPacKpbBaeMoe JETaJLHO ONHOM MAM HECKONbKUMH
MuKporeMamu. K uMCJTy TJ2BHBIX CIHOPHBIX CJIOB
CTUXOTBOPHOrO TeKcTa oTHocsTes; I[OCl1 - l-ce
TJaBHOE  oropHoe cnoBo ("A", "MBI" M ux
KOHTeKCTyaJbHble cuHOEUMBI ); TOC2 - 2-oe rmaBHoe
oroproe cyoso ( "ret”, "mt", "Bb1" u ux cuHoHuMB! );
IOC3 - 3-e ruasmoe onopmoe cnoso ( "on", "oma",
"oHu" M MX cuHOHMMEI ). K YMCJIY TJIABHBIX OMOPHBIX
CJIoB TeKeTa Gymem oTHOCMTH M Te CYLIECTBUTENLHEIE
( MX KOHTEKCTYAJNLHBIMM CHHOHUMAMM ), KOTOpEIE
nMeloT _MepBOCTeNneHHoe SHaYeHue LA
bopmMuposanun OCHOBHOrO CONepIaHUA TeKeTa, 3tu
MIaBHBle onopHbie cioBa Gyzem ofosmavate T'OCY,
FOC5 u .a-

Ofee npenMeTHO-aMOLMOHANLHOE —COEpHKaHUe
CTpog) aBTopa BLIABAAETCA IYTEM KayeCTBEHHOrO

AHANMM3Aa CTUXOTBOPEHWA DTOrO apTopa, M OHO
SAUMCHLIBAETCA  CJIOBAMM  CTECTBEHHOrO  MASKHIKA.
pumep, ofiuiee npenMeTHO-3MOUMOHANLHOR

Conepxucanue crTpobrr (B Momesn ono umeer ko S29)
Moxter GpiTe npeacrasneHo Tak:  “Komcraramus
Hekoroporo obpaluenvis K C2, sekoToporo cocroaHuA

cBAsaHHOro c¢ C4" B
aHaJIU3UPYEMOM MHOXKEeCTBE  CTUMXOTBODPEHMIt
BBIZI€JIEHO 74 Tinma Takux cTpod ( oHM
obosHauaroresa SO1, SO2, ... S74 ).

Ewe  oxHoit BasKHOM 0cobeHHOCTRIO
MOJTUYECKOI0 TeKCTa fBJAETCA TO, YTO  €ro
¢eMaHTMYecKaAd  CBABHOCTh  ONpefeNifeTcs  Kak
pesyJbTaT  B3aMMOJENCTBUA KOMIIOHEHTOB TaKOro
TeKCTa KaK I10 TOPMIOHTANM, TaK M [0 BePTUKAJM.
CeMaHTMYecKafd  CBABHOCTE no rOPM3OHTaJH,
cnemuduyHaf AaA moboro Npo3auyecKoro TeKCTa,
peryaupyerci CHHTAKCHYECKOH M ceMaHTH4YecKo
BAJIGHTHOCTBIO CJIOB MNPEAJIONKEHMA. CeMaHTUYecKaf
CBA3BHOCTb ITO3TUYECKOrO TEKCTa I10 BepPTHUKAIM
npeAnosiaraeT HadMuyMe y TpPYImel cjoB ( wMau
HECKOJIbKMX TPYIMIl CJHOB ) TAKOTO TEKCTA KaKoro-To
ofiiero cemanTHuecKoro npusHaxka. Takas rpymma
cnoB oBpasyeT eMHYI0 CEMaHTHYECKYIO LIEMOYKY -

u/umn gmeitetBua  Cl,

ceManTUiuecKyo msoTormio. Hampumep, cJoBa
"pewep"”, "yrpo", "wac", "cexymma" wumelor obwmii
CHHTAKCMYECKMIA NpU3Hak  "BpeMa” M I03TOMY
0fpasyloT oaHY CEMAaHTHYECKYI0 M30TOMMYECKYID
LenouKy.

CocraBnsiolpe TaKiX LeNoYeK, [OBTOPAACH R
PasHbIX MecTax, CTMXOTBOpPeHMSA, SIBJIAIOTCA
cpencTBOM Pa3BepTHIBAHKA conepIKaHUA
MOITUYECKOTC  TEKCTa, CPefICTEOM  CO3JAHUA ero

onpeneserHoro obpaano-amolmonansHore dona. B
KOHKPETHOM CTMXOTBOPEHMM MOXKET OBbITH HECKOJIBKO
HUIOTONMAYECKUX Lerovyex., MHnoskecTso [ (s): 8
BXOLALLMX B KaXKAYIO Helo4uKy, 6y,ueM Ha3blBaThH
MMKPOTeMOﬁ. Tnapnnie OropHbLIe CNOBA TEKCTa U BCe
ero  MUKpOTeMbl 00paayiorT 1TeMy CTHXOTBOPHOIO
Texera ( or ap.-rpey. "thema" - "Hewro, mosoMceHHOE
B ocuoBy"). B npegpnaraemoli monesms NoposmeHus
BhizienieHo 77 M30TONWYECKMX LeroMex, KOTOphie
ofiosHavaioTca wepea MOO1, MOOZ, .. MO77.

Hanpumep, Tema cruxorBopHOro Tekera samama
cuenyonmm obpasom:

Tabn. 1
TeMms ¢TUXOTBOpeRUs
+ +
Tun cnos : Kop : Caopa Temu
TemMbl :
+ + e
ToCi C1/1 @ s
TOoC2 C2/1 : ponnas
. C2/2 : munes
roc4 C4/1 : penn
C4/2 : mur
C4/3 : noanoun
+ + e
Muxporemur : MO24 : xapuabaJ, Beceane, necn,
: ! Macku
: MO26 : cner, merenn
: MO27 : st3ub, ckaska

+ +
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- B Takoit Tabnuue TocJe HaKJIOHHON JIMHM::
yxaahmamca HOMeépa CHMHOHMMHYHBIX (B u.mpOKO
11J1IaHe) ONOPHLIX CJIOB. .

;) 'coc":aa CEMaHTUKO-CHHTAKCHYECKOTO nabnnca
CEMMHT sxozar: 20 ceMaHTMYeCKMX cbyHKuP[lz].
nonobHBIX ceMaHTUYECKMM najemam ‘I.tbum;a:ga :;

OMMeHMUI, col030!
onHO3HAYHEIe KOAB! NMPEAJIOroB, MecCT
"n cOI03HRIX cyioB, yacTul. Ciofa Ke BXORAT KOABI
CceMBHTHYECKHMX TIOfKJNaccoB

MJIArATe bHBIX, rJaroNos, !
Egenpuqamﬁ, Hapeumit u mexnomerwit [3, 143-162).

Hanpumep, CeMaHTHKO-CHHTaKCHYecKan
dopmyna  cTpodsl,  peanmayiomasn ynou:mys'l;;
BhLIlle MpeAMeTHO-3MOMOHANIbHOe conepmunﬂ oo
CBAGAHHAA C TONBKO |TO maam:tjx mc'rpox
CTHUXOTBOPEHMA, ¥ cocToAl@Asd M3
3arMLIeTCA TaK:

AAG<NO36**C2/1,NO36**C2/ 2>1AEL<P19*NO67** |
C4/1>+R1/2<V034¢>!

R4/ 1<T21*V042>+AS2<P05>+AP2<P0O2**Cl1/1>+

*426>: )
AO4 <T25°NO96**2 o

<T25*NO96**26>

3
651Tb BHIGpanb! cayyaluemv obpasom. Hexoropuie n-
HMX Hernocpe/ICTBEHHO CBABAHBI C npe.ii:;!lymmm
Takaa B3auMOCBA3L cTpod BO tbpeﬂc uuevnmsauu
obo3uayeHa ¢peitMamy BHusulero ypoBHHA o
RO1, RO2 .. Rk B obmem ciyyae ¢&p
BRINIAIUT cJlefyloummM obpa3om:

Rk [<RSk>; <RFk>],

rme RSk - wmcTo copepaTeNbHBIE npa:uibmé
orpaHMuMBAIOLAE TIOPAZIOK CNe/i0BAHMA CTP o 2
onpeesieHHBIMMI oBrmmn npeaM

IMOLMOHAJLHLIMY COlepXKHMAMY. Jalle ac:mﬂmna
OTHOCATCA CJiYay, Korja B nocnenylomecmoupod)em
yriorpebiieHBl  KOHTEKCTyasbHhle s x
IJIABHLIX OMOPHBIX CJIOB MMM X e
XapaKTepUCTHKA TIJIABHOIO aﬁii?zw::f::u ma- el
:I:;x:ﬁe::m?“cmmn oo yﬂ::r" “thopumnm nomal'r:::g
cBA3u Mexay crpodamu. Taxkue BuAB! na;:’““
HA3LIBAIOTCA COMEPKATENLHBIMM U (bopuz.rm i
MX TNoOKa  HeBO3MOXKHO. — ;I)‘:::afRFk. e
€HbI MpaBuJia BTO

?ﬁgmue npasuna, OrpaHMuMBalONIAe nop:mx
B3aMMHOIO PACMOJIOXKeHuA CcTpod, mmoaumuuue
aspike CEMCHUHT. Ciona OTHOCATCHA BCeB
JIOTMKO-CMELICJIOBbIE CKPEHEl, KOTOPHLIMM u:mamcame s
nepBble CTPOKM MOCNERYIOUMX CTPod,

. neppofi CTpPOKe moOCHenyiowled cTpodl KaBbIYEK,

CO5+R1/2<V034>+AS2<P11*AOO4*NO45**24>,

CO1+R3/4<V002>+A01<NO61>+AB2<T25°NO88
**24> AB2<T25*NO45**24>!

B aroit dopmyne: AAG, AEL, AS2, c.;l;:é &{B%
AO4 - cemanTuyeckue ¢ A3BIKA T xom.;
NO36, NOG67 .., VO34, VO42, .., AOO4, —
ceMaHTU4eCKUX MOAKIIACCOB COOTBETCTBE! .

HBIX, [IJIArOJIOB ¥ TPUJIATATENbHBIX,
CYLIeCTBUTENBHEIX, "
P19, POS5, PO2, T24, T25, CO5, CO1 w?ﬁf
xon;l cooTBeTCTBEHHO uec'l::;meann (( "uo"' - l'.
"nac" ), wactun ( "He", "Hu"), cowzos 2
'-IB::«&) C1/1, C2/1, C2/2 u C4/1 mo m
rAABHBIX  ONOPHBIX - )
uaorormueckux uenowex  MO26, s
YKA3LIBAIOTCA  TOABKO  ABe Tocnenuue LMQP
Haxomen, wepes R1/2, R4/1, R3/1 B dopuyne
yxaaauo' MeCTO cKasyeMoro B npename?“u.a
Nepsan uucppa nocne R obosuauaer ynpme( e
raarona, a uMdpa nocne “{" - BpeMs rjarona

- npoluexuee),

Hacmee'rimp:on 0 npaBUsax aaauuat:':
CnonoXKenMaA Takux crpod, To Heobxonmu
plome'nm cneayiomee. B nposauyeckoM oﬁmamro

NOpPANOK pacrioNoxkenus of3aues 3aBuCHT 1:-:-‘:“ley
aaMbicna npousBeleHns, ero i
Heo6XOonMMOCTH DPASBUTHA XelicTBUA B mem
Ans apropa cTOpoRy. B OTHOCUTENBHO H e
noaTUYecKMX  TPOM3BeNEeHMAX 1'.|e.m:)mlmﬁ o
HecKkouibKo MHave. Kax ormeqaer B.Manx e 181
ApyTHe NOo3THl U ucc::enmre::nm xan : =
opYecTBa, APXMTEKTOHWKA BAAUMH
gc‘r)louo:ueuue cTpod) onpesiensieTcR B oc;nonuou
MHATYHLMeR aBTopa, MenaHueM . m’l‘axon
onpefiesieHHbIX AMOLMOHANLHBIX Bo3fieficTBUA. axof
mexamuam Bmibopa M paccTaHoBRK cTpod 5
6LITL CMOAEMMPOBAH MyTeM MNOAKMOYeHUA B cumxn
NOpOKAEHUA  CTUXOTBOPHOrO  TeKCTa  Ja
Bu:x “:en'reu aHaim3 Gosbuioro “uciaa
CTMXOTBOPEHMIt ToKA3aJ, YTO He BCe CTPOQBI MOryT
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mor;m:;:u:c:f CO3NAHMA  CTUXOTBODEHMA B
coorsercteuM ¢ cpopmynoit (1) %
cemanTuyéckue dopmyasl crpod MuyTeA B
snanuit B caitne STROPH:

STROPH[<CODLXi>;<TEi>}.

i €ro ypoBHHA,
B nem CODLXi - uma cpeitma mnamu
cofiepiKalero TepedeHb KOJO0B TFJABHLIX onng;nz
CJIOB, C KOTOPbIM MokeT ynorpebuaATbea auwme ?
¢penine TEi npeameTHo-3MoLHOHAILHOS COX pummc
crpodsl. Hanpumep, dppeitm CODLXI nan c-rpoqn:m
NpUBEfICHHBLIM  BIlDE npenuemo-aon.nmmaconbx‘
cofiepaKanneM S29 3amMuIeTcA TaK:
<C1,C2,C4>}
! B cBow ouepent ¢peiim TEL coctour u3
¢pefimon Gonee HUIKOIC YPOBHA:

TE{<Si>;<SESFOS ,ISC >;<SESFOS ,ISC >.],

rae Si - ofigee npeaMeTHO-2MOLMOHANbLHOE

conepsxanue crpodny;  SESFOSI -ceuaum
HTaKC Kie Mysabsl  ctpodnl, KOTO
:‘:muo meepem?:n‘:n obugee npexMeTHO-

ble 3anmMcaHbl
e CEMCHITE: 15Ci - vn dppoAua miaizero
YPOBHA, ~ CONEP)KALLErO  KOAbI ::tamm-leun:
ernovex, cmnwtmmmm KaXknol CceMaHTHR v
ma-r;::me;;:ﬂ q;:.;::y ynosmuuaemolt  cTpodnl 2;
npeme;'un-aummoumm memuw S
¢peiin STROPH Gyzer BLIrAAAUTL Tak!

STROPH[<C],C2,C4,>;<S20>;<SESFOS
,MO24 MO26>;

SESFOS ,MO34>;<SESFOS
,M002,M059>;..],
Kax BuaHo, Kaxaoe ofliee TNpenMeTHO-
3MOLMOHANBHOE cofepxanye MOXeT

!
R,

IpejacTaBJieHo HECKONILKMMg

CeMaHTUKO-  CTPYKTYPa  mpemmosenyy
CEHTaKCUYeCKuMM popMyamy na Aablke

CEMCHUHT.
Hnst noposxnenns CTUXOTBOPenun g

TeKCTa, 4ncjyo K CTPOp B cTuxors
CTMXa ¥  TMD  pucMmeL
CAYHAMHBIX unMces B Baae

SHaumit STROPH
Haxomurca  crpogha ¢

HEeKOTOphIMM  TIDC g
BBIICHAETCA, MOXKET JI1 OHa By

ITh  TlepBoj; crpodosi
CTUXOTBOpeHnA. Ecman MOXeT, yTounsercn, pce sy
TocC, BXonsume Bo dhpeiim  Si €CTh B TeMme
CTUXOTBOpeHnn. JHajee cpenu  cbopmys SESFOSi,
COOTBETCTBYIOLIMX CTPOKe ¢  pammem I12C,
cayyainem ofpazom BbibMpaeres ogua ua dopmyn
SESFOSk. Mocre sroro BLIACHAE

TCH, €CTh Jau B
BbIGpaHHOi hopmye COOTBEeTCTBYIOIIME TeMe TexeTa
M30TO mudeckue uemouxy,

ConepaallMecs  Bo
peitne  ISCk. Ecin  ecrs, CeMaHTHKO-
CUHTaKcu4eckan  chopmyaa nepsoii CTpopLI
CYUTAETCA HaltieHHo,

Barem ananornunsm
ofpasom miyres Apyrue K-1 cdopmya. IIpu arom

Kamnawi pas mo YIOMAHYTBIM  Bblllle NpaBuyaM
“hatima RFk NpoBepsercs, MoxeT Jm croaTs
hopmyna crpoder N+1 Tocne gopmynsr crpocs N.

Korna  nonmoctsio NOCTpoeHa  ceMaHTHKo-
CHHTaKCHYecKas (opMyna  Bcero CTUXOTBOpeHNus,
NIpoMsBomuTCA  3anmonHenme  ee caoBaMM U3
CMELMANLHOrO cIOBAPA, ABIAIOUIEroCs 49acThi0 Gaan
SHaHMIt cucTeMBl  nopommenus CTUXOTBOPHOrO
Texcra. B Takom caosape Kaxnoit KeasmocHoBe
KpoMme rpamMMaTHYecKoit u CeMaHTHYeCKOl}
NDUIMCAHLI  3MOUMOHANLHas  u CTPYKTYpHas
uHpOpMaUKMA.  nocnemusan u UCNIOJb3YeTCA s
TNocTpoerns Heobxoamumoro purma CTPOKM 1 nopGopa
pubmyowmxes cos. .

Ha nocnennem 1mare MOPOXKIeHNA MPOUIBOAUTCH
Mopgonoruyeckoe odbopmienne ciop npeanoxennsi,
BXOAALMX B cTpodel. OCHOBOK mns aToro CHYHUT

CEMCHMHT "  npaBuna  gapka

anaeTcs Tema
OpeHuy, purm
SaTem mo  paruuxy
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Probabilistically - Algorithmic Model of
Russian Verse Text Generation

Zubov A V.

Summary:

Some model of Russian verse text generation is
present. It is implemented on IBM-type PCs. The
model is based on a knowlege base, realized by way
of frame ideology and a specialized dictionary. The
dictionary contains word-steams characterized nonf

only grammatically, but also emotionally and
structurally.
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( on the Material of Poetic Works by English Romanticists )
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Vislinskaya E.
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Topical paper
AREA: Discriminant analysis of literary texts

Summary:

An attempt has been made to use discriminant analysis in
a comparative study of the formal characteristics of works
by English poets-romanticists: Byron, Wordsworth and
Keats. Thirty lyric verses of each author were analysed.

There are two principal approaches to the classification
of units which can conventionally be called "deductive”
and"inductive".

Deductive approach consists in finding an
optimum devision of the investigated objects into groups
depending on the level of similiarity or "likeness". ~ The
procedure  is usually based on some formal method of
finding similiarity between objects or groups of objects. The

resulting number of classes or nature of the classcs, received -

as a result of such analysis, in most cases can mot be
predicted in advance and is subject 1o "interpretation of the
results"- an important final stage of “deductive”
classification.

In inductive classifications the classified objects
are grouped on the basis of previous research and intuition of
the investigator, This approach was widely used in biology
where it goes back to the taxonomy of K. Linne' according
to whose aphorism the genus determines” the characterisitcs
and .ot vice versa, In other words in inductive approach
the classes themselves at this stage of the analysis already
exist, the purpose of classification consists in establishing
differentiating and integrating  characteristics for the
empirical classes and in finding to what of the existing
classes "difficult cases” (objects which fall info more than
one class) refer. These two main aims of inductive
classifications are ofien referred to as the problem of
*discrimination of taxons", or ‘“interpretation of
classification”, and the problem of identification of objects.

Thus, interpratation of classification in the deductive
approach consists in establishing the most appropriate
number of classes and comparing them with already existing
notions in the science, whereas in the inductive approach it
means establishing such characteristics of the classified
objects which will then help to discriminate between the
classes.
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Allowing the necessary objectivity of the deductive
classifications, we still find it necessary to point out that
most of the classes in linguistics, as well as in stylistics,
literary  criticism and other branches of philology are,
certainly, inductive.

One of the most appropiate methods of investigating the
inductive classes for the purpose of solving the above-
mentioned problems is discriminant analysis - a statistical
method which allows one to study the differences between
two or more groups of objects by several variables
simultaneously and provides a method for predicting a small
number of discriminating variables.

The application of this method has received interesting
results in quite a number of investigations in biology,
anthropology, psychology, and other social sciences, etc. At
the same time it should be noted that in linguistics
discriminant analysis has not been widely used.

In this investigation an attempt has been made to use
discriminant analysis in a comparative study of the formal
characteristics of works by English poets-romanticists:
Byron, Wordsworth and Keats. Thirty lyric verses of each
author were analysed. The poems were selected randomly
from collections of poems of these authors. Lyric verses were
chosen whose length does not exceed fifty lines. The total
amount of lines for Byron equals 686, for Wordsworth 637,
for Keats 516. - _

The scheme of characterisics suggested by V.S.Bayevsky
(1 for measuring the lyrics was used. It includes such
characteristics” as "the type of strophe”, "changeability of
rhythm", "syntactic expressiveness”, "inversion”, "relative
- length of sentences”, "intonational unity of the verse", etc.

The material for discriminant analysis thus consists of
three classes of lyrics (30 each). Nine characteristics
(variables) were used for their measurements, done on every
object (lyric). The aim of the analysis consists in finding
differential features, and more generally in estimating the
degree of difference between the groups. This information
will help answer the question: Which tendencies, integral or
differentiating are reflected in the works of the authors?
The presence of the first tendency can be explained by the
fact that all three poets belong to onc and the same literary
trend, the second tendency, if discovered, should be ascribed

to their significant divergence within it.

Technically discriminant analys
aid of the "STATGRAPH"

is was carried out with the

b . computer
following main results were achievcdp e

No canonical discriminant
Using the standardized disc

functions were generated.

; # riminant coeffici it i
possible to determine the relative importan c;' o Rl
characteristics. ce of different

;l;lhee E;er.ia;g?te:om:lbuuon lothe first function was made by
sk Erefcnce of 5 polimetric  composition",
s msyd f: small relgtwc length of the sentence”.
e nd f m;tlo'l:l dominates the variable "type of
= variaglreg:mfagon , then in relative importance come
S relaﬁve. : absence of syntactic expressiveness” and
comprises 68 perecl:itthot?t;ht:1 ‘:o:;l:;nce'". el
: iscriminant strength, th
mtll'.dr:; elc)e; t;en(tl. The coefficient of canonical corit:latilor?
i e degree of dependence between classes and
e ﬁ]mionnc(t}n;:;s Poars lt:c follow;ng meanings: 0.52 for
t , 0. e second. T
amount of information is given by the ﬁr::w f.uné]:izn grga;f]:
mn;uagrs ?rc lftalislically significant. b
¢ 1 shows the location of group centroi
uthnstandardlzeq discriminant functions, Il: must bedfloigi tl(:::
e first function (column 1) discriminates rather well

tween the objects of class 1
i (Byron's lyri
objects of other classes. Funct 2 yrics) and the

ion 2 diff i
s _ erentiates class 2 and
Group centroids JASLEL
1
: 0.83846 0.04164
2 0.36713 0.52346

0.47133 -0.48181

The a‘cmal and predicted classification resuly
following: only 55 per cent of all the objects c(,i:;.“e
<1

the predicted classification, but 70 i
\ ; per cent of With
Byron's works. Thus, from the point of view ol:w ;:
K

charact?ris_tics Byron's lyrics possess a stronger differan: !
force within the romantic literary trend, while the 10:‘:nual
!{eats s_md Wordsworth,. in spite of some !empor):;l .
ideological differencies, are marked by integral tenclencicml
The report also contains the com;;arison of discrimin:
aqd cluster analysis and the comparison of romantic | s
with the works of other literary schools. =

YcraHoBsenne nudcbepeHmanbHbIx
XapaKTEPUCTUK MHAYKTHUBHBIX KJIACCOB
Ha
OCHOBE IMCKPUMMHAHTHOTO aHAJIM3a

Angpeer C., Bucmiuckas E.

Pesiome:

OcyiecTniena TIOTILITKA NPUMEHMTE

3:cxpumnnaum5m aHA/M3 B  CpaBHUTENLHOM
cJIen0BaHuyU dopManLHBIX XapaKTepucTuK

gp;uaneneuuﬁ AHIIMACKMX  MOJTOB-POMAHTUKOB:
n: sgnna, Bopacropra u Kurca. Hpoanannaupoaam;
JIMPHHECKHX CTUXOTBOPEHUI! KaHoro aBTOpa.
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Length of a Chinese Word in Relation to its other Systemic Features
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distinct from majority ofpolysyliabic units which can be
constructed in the process of speaking. This fact is reason of
arguing - between sinologistswhether Chinese polysyllabic
constructions can be considered as lexical units and, in general,
are there "words” in Chinese and what are the criteria which
can be used to distinguishcompound from word combiations.
We distinguish (1) words and (2) lexemesas (1) lexical units and
(2) unmarked ones. It means thatthere can be lexemes in some
languages without presentce of wordsin them. There can be also
such languages which mark some lexemiccombinations of
morphemes by some specific grammar affixes, converting these
lexemes into words.(On this point see works by V.M. Pavlov

Topical paper

AREA: Quantitatives lexicology.

Summary:
Length of lexemes in Chinese is considered as systemically

related to other its important features - frequency, polysemy,
part-of-speech and stylistic categorics.

1. According to the model of language structure
developmentsuggested by A.A. Polikarpov in [Polikarpov, 1979]

averagelength of units in sign inventory and its distributional ~ [1985]). . _
parameters depend, first of all, on the size of inventory. In its "Zi" constituted Chinese on early stages of the language

turn, the size of inventory depends on general typological shape developmentbut since the spheres of life of the language users
were broadeningthe need for new nominations was becoming

stronger. At the same timethe limited possibilities of phonemic
changes and variationsinfluenced on the fact that two main ways
to increase the number of meanings turned out to be polysemy
(increasing of number of meaningsposessed by each particular
language sign) and active combinations of "zi" which gave the
possibility of creating new lexemes with new meanings on the
basis of already existing language units.

Each syllabomorpheme in Chinese posscsses its own clear
meanimg,and that is why the meaning of new complex lexemes
was in general the result of interaction between the meanings of
the constituting elements.Majority (about 83%) of the complex
units of the contemporary Chinesecan be easily explained
etimologically (¢.g. "tose” = "camel + colour" = "yelow-brown
colour, colour of a camel", "ribao” = "day + paper” = = everyday
paper, etc.). There have been marked ot and studied by many
linguists standard models of word-formation in Chinese like
"generalization” (c.g. "wucai® = “five colomr” = “many
coloured” and not "five-coloured”) (Hi Shida, 1985) or groups
consisiirig of verb and an object with a verbal meaning like
“zhidao" = = "know + truth" = "know" or "change" = "sing +
song" = "sing”"(Ren Xueliang,1981), etc.

This "transparency” and regularity of structure of complex

of a language. More analytic posess more restricted inventories
of some basic units. In its turn, degree of the process of
analytization depends on the degree and time of the language
spread among non-native speakers.

On the contrary, while stable existence of some speech
community for a long time without noticeable changes in its
members, language system becomes more synthetic.

Tendency for typological change in that or another direction
depends on different correlations in different conditions
(language spread or language stable functioning) between two
kinds of economy - syntagmatic and paradigmatic. In conditions
of language spread there is strengthened the relevance for
communicative survival of paradigmatic economy. On the
contrary in the opposite kind of conditions this kind of econory
" is relatively less relevant,

In addition we should say that according to the model of
language structure dynamics, proposed by R. Koehler {Koehler,

1986] word length as a lexical parameter depends on some
important requirements including "minimization of preduction
effort" and ‘“security of transmission". Change of the
equilibrium between them in some specific conditions can
easily also explaine some regular change of standard length

feature of words in some language. But for standard
communicative conditions these requirement should be stable  lexical units is the reason why some sinologists consider these

for ages. Mainly, the mechanism of interplay between two - complex units not to be regarded as "words” or "lexemes”(Fan

"minimization" and “"extension” forces works for words of Xio, 1980). In its development the Chinese language structure
needed more and more such complexes and more and more of

these complexes became idiomatic (e.g. "chizu" - “to be
jealous", literally: "to eat vinegar"; "ganlantou” - "to behave as
everybody”, literally: "to catch up with the waves" (Ma Guofan,
1978).
- There is also a specific way of formation of polysylabic
lexical units in Chinese which can be explained as a result of
lack of the phonetic means to reduce the coding/decoding effort.
These units which can be called "shortened {or "reduced”)
nominations" (Semenas, 1992, p.30) are formed on the basis of
expressions including two or even more cotnplex lexemes, ¢.g.
“jianzhong gongye” ("light and heavy industry") is formed out
of "jiang gongye zhong gongye" (“light industry and heavy
industry”), or “kejic" ("scicnce and engineering”) is the
reduction of "kexue jieshu" which has the same meaning. This

different frequency of use. For the general economy, according
to G.K. Zipp it is betier to be inore waistfall while producing
rare words, but more economical - while producing more usable
ones.It leads to well-known dependence of length of units on
their frequency of use. But, after all, the whole frequency profile
for inventory dependson its size, on language type,

2. As far as Chinese is concerned we can casily observe
above-mentionedtendencies.

First of all according to the extremely restricted number of
basic units, syllabomorphemes (about 300 unforced and
combinational degree are extremely high).

The length Chinese lexical -unit is so-called "zi" which
usualtycoincides with a morpheme and is represented by onc
hicroglyph in writing. Being primary Chinesc lexical units all
the "zi* belong to the conciousness of a language user as
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meanings without increasing the len

Bth of lexi i
1 The tendency towards minimization oflcal s
eads to the formation of "reduced nominatio

"three + good + students i
meaning * :
looking for their health, good inu:for:u;iedmgmdwt:: :iu%d(;?'d o
express opinion widely" "dsfa_nsu .. "daming" -.“lo
; g = - "to i ;
. b iy i Pt o i
: per of big hlerog!)'p!;s"__'l‘his kind of reduced complexes

"sida", literally: "four + big" which include

f“;jg.?mm meanings from the first and derived ones from it
fir ;I:’m means that each of the emerging subsequent meanings;
is, on the average, more abstract, i.e. has, on the

increase of possibility of using each of the
t subsequent meani
mWy broadening area of sences. It means, innisI:
— mdmmequemmmnsofatypimlwofdisin
e re m:r._ﬁ'equumyuaed.lmdaooordingtouw
remeént of the minimization of production effort the more
e ":u:h of the meanings of the word is used (and
s re the word as a who!e)thesbonerlhemrdhastobe
tendency toward increase of abstractness - increase cf
= = decrease of length needs some quantitative study.
L ;om mdependencie_s between the parameter of word :
Systemic parameters were studied in the present
'mhypcﬂ ex(;:nne the baisls of 3000 Chinese hyperlexemes The term
xeme” as Lis used in this paper was W‘
Sachamij (f:ca‘nfmij,_ 1974) and developed. iy (Borodsby .
i Ciotpov, 1984; Polikarpov, Karimova, 1989). Hyperlexen,
o lexel:';: l;l:rill;lol;m‘lhe ofl:aexicn:fsyslem which consists of
i sis of the same se| i
semantic &mﬂ'o:cnls in, at leas_l. one¢ of the mcauing;ft:r%ﬁ
(Breiter, '1992: 1839":1 s 1994) S'r:‘r:c:smphim X O
e 2993, | . example of i
: © i 21 wl:lch includes so-called "v'::llb'c;"{ocgh:inc;?
(“sorrowfull % cnoun” (‘sorrow, grief) and “adjectives
o ) mournfull®) which has polysemy 1, or "hua" which
mes meanings and syntactic functions of noun, verb, adverb
ﬂmaq’mmmm f::\ce',ud[f ::eanin’gs :Imutiﬁll. bright, shining,
P ool ow, etc." and has polysemy 12
The sources of hyperlexemes for i i
u : or investigation ha
taken from Frequency Dictionary of Modern g:inel;c" '{;ch?;car;

Pproduction effort
ns" which include

City by throwing away hanyu pinlu cidian, 1985) and the "Large

Dictionary" (Bol'shoj kitajsko-russkij slovar, 19‘;2;'1?;'1*"&&!:

most wi : ; ex is icti i i
Widely used in Chinese means 1o increase the :llc of:l;; Dictionary of Modern Chinese” “includes 31 189 iuency

lexemes which are the result of investi :
tich a gation of ¢ Sent
length which included 1 314 404 mnningm:;i:fm& .
mx‘o_rmauon on polysemy " and lexicomorphological <;| The
!(:rmch can  be compared to parts of speech in E
R:guaseg) was dilamed with the help of “Large Chingse
ssu::he ictionary’ which gives a great variety of lexical ang
some r‘ch.amt:tyrisucs obtained from the most representati
Elunwe dictionaries. The sample included 3000 Chirlve::ee
( t!,-m:x!t:xt:mc(m;?3 IOO? the most frequent  ones (170<F
req.:ency) 835); .1000 hyperlexemes (0<F<2). It can be
considered representative because in Chinese there is about 400
untoned and 1300 toned syllables, and 391 untoned and 1021
'?:‘ed of these s.yilables turned out 10 be included into this grou,
stnllil sal;:plie: representative not only quantitatively lnl:t
urally use there are
o i represented hyperlexemes of
The distribution of hyperlexemes on their length was studied
paralcly for each frequency group and each lexico-
grammatical class.As it is shown on table 1, there is a tende
for hyperlexemes of each lexico-grammatical class that mncy
lf_n:quem hyperlexemes are shorter in general than the lenss“=
mrf:;c:;:n?s. As far as different lexico-grammatical classes are
it can be concluded that the ave
hypt_:rlc:fcz?re decreases in direction from the :alf:s I:fngln:"of
{Wlllclllls in gcnefal the more concrete in the meanings and in
gt:emrbs : :;mcs than the other classes) through the classesm
tive (which are in general more abstract
:umcrals anc! synlactic words (which are the r:u:n absl:al;
mlasseslc ) (Bor?ll:cr. hlﬁ?.‘i-ll}.’l‘hls tendency corresponds to the
ments theory of word fife cycle. The more abs
. i { o
la‘mmm!w ?lg of a typical word, the more objects, proccsses' ‘a.ni:
o can o’t_wer au:l therefore more frequently it can be
= more frequently a typical word is used the shorter it

The exact form of the interdepe between
ndence

x l!lc fremlcmyB of lexical units was studied in:"‘eﬂ(oehlknscl:l
mig. Brinkmoeller, 1990). This dependency which con
pwy be considered as universal has an effect on Cni o
structure in particular, P

The statistical evaluation of th

: t the average length fo
m igani::ps under investigation included cgalculatrio?::'
ers t;6 3:3 and confidence intervals for each group: L =
r;quemy..l' 5 1 medium frequency: L = 1,39 +/-0,0387; high
o olhr:} wm{.z;;l;sﬂ.tﬁﬂ.:‘hc intervals do not intersect
t the differences
fmq::l:: m can be concidered s signiﬁcant.w“mn =
) quan!ilalivc structure of Chinese hyperlex
:;_ m l:hc wesugnlio_n pointed out that the rc;zfarci::lm
Theee o yperlexeme is one or two syllabomorphemes,
e more syllat.aonmphcmic units are rare and usually ii
o distinguish between these hyperlexemes and

:::dh;bomheznc comh_nalions (ce “daxuesheng” ("student*)
ot i l::ducnon composition  “daxue xuesheng”
i nt")) or on the basis of 3 combination of two or
e se!:amt.e hyperlexemes (c.g. "bandaoti" ("semi
2' X plﬁlc:: ;‘. licrrally: “half + lead + heat®) or in:‘lau":!:
oo hle:cnw's (e "bailiangliang" (light  white™)
s y: "light A white + whitc")). The status of some of lhis.
inations which are considered in the dictionary of Chinese
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Table 1.
Table 2.
DISTRIBUTION OF HYPERLEXEMES BELONGING TO DIFFERENT DISTRIBUTION OF HYPE
FREQUENCY GROUPS AND LEXICO-GRAMMATICAL CLASSES ON POLYSEMY (FoR 1, ‘LEXEMES OF DIFFERENT LENGTH
ON THEIR LENGTH CH LEXICO-GRAMMATICAL CLASS)
length
(in sylla- 1 2 3 4 - lysemy
“part of . Sum |3vVerage| o I ®)
speech” - el ength 1 2 |34 '
(for 3 groups) \] ubsolute| relative |absolute |relative | absolute| relative absolute| relative L(in, 5-8 9-16 17-32 |>32 SUM
S
1 |1z | o102 | 364 | 0364 o | oooo | 13 | ooi3a| 419 | 182 | 1396} Noun om ™ | averagep
Noun" 2 : 244 0,244 200 0,200 3 0,003 2 | oo002| 449 147 | 1552 Adjective % 97- 106 4 > 4
206 0,206 63 | 006 1 0,001 o | oooo| 270 124 | 1344 1] Verb 148 0 74 35 3 5 1 796 159,2] 368
Sum | 552 0,184 627 | 0209 4 0,001 15 | 0005| 1198 1,57 | 4030 Numeral | 26 = 110 66 54 b (1) 339 370 611
1 Syntactic 2 11 10 342 645 512
140 0,140 85 0,085 2 0,002 6 | 0006 233 145 | 713 Word 93 28 2% 4 2 0 45 :
“Werb" 2 180 0,180 66 0,066 0 0,000 0 | 0000 246 127 | 474 SUM 14 16 2 0 r 85 427
3 s | 0193 28 | oo | o [ o000 o | oo00| 211 118 | 969 791|465 327 = 79 36| 256
sim Yoz |oim | 179 | ooeo | 2 | oon 6 | oo002| 6% 131 | 2655 2’:‘;& 269 146 = 154 | 16 2 1921 2803 423
1 133 0,133 108 0,108 1 0,001 8 | 0008 250 153 | 334 1 2] Verb A 37 2 L 22 2 0 587 96.’5 :
g 2|17 |07 s | oo 1| op0 1| 00| 227 11 | 453 Numeral 74 4 o~ 22 14 2 0 "k 244
i3 |20 | 02e 64 | 0064 o | o000 o | o000| 333 119 | 728 Syntactic 9 6 = 48 28 7 b 159 448
sum |599 | 0200 197 | ooes |+ 2 | o001 9 | oo0m| 812 127 | 1574 Word 13 8 s 3 0 0 0 22650 27,1 3,67
' 9 38
1 7 0,007 6 | ooos | o | o000 o| ooo0f 13 46| 07 SUM 399 240 o < 0 0 37 50 3'65
2 8 0,008 0 0,000 o | 0000 0| oo 13 138 | 106 153 66 11 0 Fm . 96
3 63 0,063 8 0,008 0 0,000 0 0,000 7 L1 184 Noun 2 1 0 - 141,1 1,91
Sum | 78 0,026 19 0,006 0 0,000 0 0,000 97 1,20 | 283 3 Adjective 1 0 . 1 0 0 0 4 o
! . 79
, . . Verb 2 0 0 : 2,25
1 20 0,020 5 0,005 o | 0poo o | oooo| 25 10| a2 Numeral i 0 0 0 X 0 0 2 049 2,50
Ml e indi s8 0,058 7 0,007 o | op00 o | oooo| 65 Ll o149 tactic 0 0 0 L 0 2 076 1.00
Synactic 3 | 101 0,101 2 | oon2 o |. 0000 o | ooo0| 113 | 813 0 0 0 8 U] 0 0 0 ool o
Word”  gum 179 | ooe0 | 24 | o008 0 | oo o | oooo| 20 12 | 7891 SUM 5 1 g 0 0 0 0 0'00 0,00
1 0 A 0,00
] ——a
1 |42 0402 | s68 | 0568 3 | 000 27 | 0027 1000 155 | 2168 Noun 9 8 L77] 1,88
2 687 0687 | 305 | 0305 a | 0004 4 | 0004 1000 136 | 3653 1 2 1 ;
Total 3 |s2 | osn | 167 | o1& 1 | oom o | 0000 1000 L17 | 4485 4| Adlective 8 1 o 0 Y 0 0 15 208 153
Sum hoa) o640 | 1040 | 0347 8 | o003 31 | o110 3000 135 | 9174 | :::anl 6 0 0 0 . 0 0 9 2:8 l’f
' tactic g 0 0 : & 0 6 3 o
e | o | o] o 1o 100
0 v 0 0 0 000 o
ol Sz 1 1 0451 1,00
s - square deviation 0 0 0 3
' * totality of hyperlexemes of each frequency group is regarded as 100% TOTAL 1221 709 500 321 = 957 135
' “+ 1 2,3 - frequency groups of hyperlexemes Cl 2 3000 32287] 306
1 - low frequency .
2 - medium frequency
3 - high frequency
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Picture 1.

' H
DISTRIBUTION OF HYPERLEXEMES ON LENGT.

IN TEXTS OF DIFFERENT STYLES

general

\ style of fiction

'\ scientific style

\ journalistic style
colloquial style

100

[ - length of hyperlexemes . o
n ;- quantity of hyperlexemes possessing length equal to

as indivisible lexical units is disputable (e.g. "caoluse”, literally:
"grass + green + colour”; and "cuiluse", literally: “"emerald
green colour” according to their semantic characteristics should
be probably considered as combinations of Jexjcal units), This
statement concerns such terminologica) units as "daiyuejin"
(“great advance*) which are frequently useq by mass-media and
therefore possess high frequency but according (o their structure
probably can not be regarded as lexical units,

5. The distribution of hyperlexemes of different length on
polysemy (for each lexico-grammatical class separately) (Table
2) shows that the polysemy of hyperlexeme of 1ow length is
higher in general than the polysemy of hyperlexemes of higher
length for each lexico-grammatical class. It has been also shown
that hyperlexemes of more abstract lexico-grammatical classes
are lower in length than the more concrete ones,

6. The average length of the lexical units differs for different
styles (fiction, journalism, scientific style and colloquial style)
used to compile the Frequency Dictionary of Chinese is 1,9680,
The highest index is one of the style of fiction (2,0367), then
goes journalistic style (1,9311), and, finally, colloguial style
(1,8303) (picture 1). This tendency is natural because the style

of fiction, in general, is the most Complicay

of a great number, of words with l:a:ra ;‘:ut:lcym:lht:o:' -
usually longer than miore frequent ones. The colloguia] smeaz
aimed at successful communication ang uses most
understandable words which are more frequent gpq therefore
shorter in comparison to those used in other styles,

7. The complete analysis of length of lexical units included
into "Frequency Dictionary of Modern Chinese" (Frequency
Dictionary..., p. 1489) has shown that its vocabulary consists of
31 159 lexical units and includes 3 751 (12,0%) monosyllabic
words, 22 941 (73,7%) - two-syllabic, 2 734 (1,6%) - three-
syllabic, 2 010 (6,4%) - four-syllabic, 83 (2,0%) - five-syllabic
ones. This tendency towards "two-syllability" of lexical unis jn
Chinese vocabulary can be compared to the tendency of lexical
units length distribution in text.

According to the dictionary, units of the text are mostly
monosyllabic (64,3% in comparison to 34,3% two-syllabic). The
reason of this difference between length of lexical units in
vocabulary and in text is obvious: more frequent lexical units
(which are therefore more frequently used in text) are usually
ones of the lower length as it was stated above, -
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Topical paper
AREA: Computational lexicography

smum?gr;tky slovnik slovenskeho jazyka ( 2-nd ed... 1989) -
TheConciseDiclionnyoﬂbeSlovakla.wngﬂ)_lsnoqc-
volume dictionary of present-day Slovak ( cca. 65,000 ;dln't{m.
L e i
i ion, has become a basis . '

lSl;f:’vl’amka l‘:::;cal Database that is now being enriched by oth:
linguistic data. The paper'conuini the :;ic characteristics
the KSSJ and some statistical data obtained by special-purpose

analysis.

. Introduction n
(l)mnprojeot on computer-aided Slovak language processing has
been started by building up a Slovak oompummlexwonw
Argummsinfamrofmhammwxifwmh
conviction that computational linguistics ;
tied up strongly with natural.lgnguagc processing (NLP).“;
applications.andlhatanymn-.mvnlNLPapplmuonreq\u

than a laboratory-size lexicon. -

mgompuler lexicon development &vours an lm
methodology { Kostolanski, l99l].1‘l_|cbas|cu_leah'em
a usable product umbcmwdlnwaylmm?cwl;i
This will then become inpmintomcne.ncycle.where:o vy
be further improved. Some cCycles may eontrilme t
improvement of the technology itself. lnwreue.an_nmm
qdecomﬁhuuwlheiwdbo@ the lexicon
the NLP application by their mutual interaction.

j hamanstmoruxemb-vctm?f i
hﬂlzb-hlgsusnlimbecndenvedfmmm%ywuunsm -a
se(otﬂoppydisksino\uuse-whichbadbwnmnn{l_ﬁm
the publisher. Processing ofulcupefollmwdd\euadmomlbe
step-by-siep methodology { Byrd et al., 1987 ] that can

described as consisting of three conceptually
myndem openations:  conversion,  filtration  and
:mnuiunon.m'mhniwmmomemmbe
found in [ Benko, 1991 ). At present, the MRD-KSSJ containg

mplete information from the 2nd pm_ued Edition.
::‘nfcrc:-andmacro-stmctumofﬂnedicﬁonarylsmarkedupl{ya
set of (onc-character) tags, derived from the typesetlmsu
commands, and headword identifiers that have been gencra
a alized program. . ]
lé):‘ms;eicli. the MRD-KSS]J look like this:

1b054c14 e
{n kial%lpm. kabat, vetrovka (s kozusinou):
b. _
1%.}“&.“&“3'@: ‘2ababusit sa do b-y’
{3} lexpr.| husia srst (psa), vina (ovee) ap.;

1b0S4cl4a

.m- -y M 'Z zdmb.l

1b054c1 S

"bundas® -3 jm hovor.| pes s hustou dihou srstou

preee> headword
mKSSJ L Advanced Leamer's
similar to, e.g. { Oxford carme
Dictionary, 1989 ) or | Wd:uct's' 2-nd New_mvemde
University Dictionary, 1984 ). The mmuhcadwadufolbwedd
bymﬂﬂndullnhuﬂim(inﬂemd.l‘oms)andapan -
speech label. Some cntries may condain informstion about

homonyms and aspect or reflexivencss-bounded
sppear uaaly i abbevisted for. The defntion part of he
R ins a scnse description andlor_amsm
synonyms/antonyms. Other clements appearing in labels,
entrics arc: example phrases, stylistic and normative
usage notes, lexicalized collocations, phrascology, meno:
etc. The linguistic information categorics arc marked up |
mmdfmdiﬂmwmm-mw.::
mw(mmelemﬂﬂmindmm
second entry of sbove picture).

ke |

ﬁ

The first step to be done in th
was the disambiguation of graphic re
individual information categories. This hag
several iterative steps and the text js now
cohcrent. In the next step, a Program to gene
the abbreviated nested headwords has been written, Similarly,
the full forms of headwords in the example phrases have been
produced (partially manually), After this iteration the reference
version of the MRD-KSSJ was reached that became basis for a
lexical database and several linguistic applications. The size of
the reference version has increased by 15 % 1o some 7 MB,

3. Some results,

There are good reasons to consider the KSSJ a proper
representative of the Slovak vocabulary (except for

following table:

Nouns 22535 38.0 % Prepositions 200 03 %
Verbs 16342 276 %

Conjunctions 114 0.2
Adjectives 11960 20.2 % %

4003 6.7% References 2440 4.1%
Pronouns 285 0.5% Abbr. + Symbols 360 0.6%
Integjections 283 0,5 9% Other 206 0.3%
Numerals 281 0.5%
Pasticles 261 05% Total entries 59270 100%

Slovak nouns may have three genders: masculine, feminine
and neuter. The verbs may have imperfective, perfective or

aspects in the KSSJ entries are as follows:

Masculine 9082 40.3 % Imperfective 7108 43.5%
Feminine 10516 46,79 Perfective 8113 49.6%
Neuter 2257 10.0% Hterative 152 1.8%
Other 680 3.0% Other 89 $3%
——————

Total nouns 22535 100 % Total verbs 16342 100%
4. Miscellaneous

The MRD-KSSJ contains 36,032 dictionary paragraphs;
21,000 (sicl) of them contain nested entries, The number of
originally abbreviated headwords is 15,778 (26.6 %). The most
homonymous forms has the word "zapierat® (1--3 = imperf.
ﬁnm'zapriu'todenyﬂomhhocloseandloct.d = imperf,

¢ MDRKSSJ development  from "zaprat’ to wash

Presentation of the meanings have the follow;
been achieved afier
Considered to be
rate full forms of

\
\
\,

in(?). The largest number of ‘the

ng headwords:
prejst (to pass) 24
prist (to come) 20
ist (to go) 16

vytiahnut (to pull) ¢

The most frequently pgseq stylistic labels are: I
(expressive) - 5323, hovor. (colloquiay) 2828, kniz. (bookish)
1514 and pejor. (pejorative) 772.

The longest KSSJ headword is "diaiekiickomateﬁalisticky”
(adjective, dialeclical-materialislic}, ‘the longest non-composite
word is  "skomercionalizovat"  (perfecive verb, o
commercializc). .

5. Conclusion and the next work

» The development of the MRD-KSSJ has been a tedious,
loitered, and from time to time also a "black" work. This work.
however, was a prerequisite for further research in the area of
Slovak computer-aided lexicology and lexicography, Every
piece of information that has been normalized and/or added to
the MRD-KSSJ will be usable in the next linguistic projects.
For example, the morphological information from the MRD-
KSSJ has been used already to build the Slovak morphological
data base. Our other on-going project will use the resulls of the
analysis of data links representing the polysemic and
hierarchical relations that exist among individual elements of
the dictionary entries. Without a doubt, the detailed analyses of
the lexicon promise an interésting work.

Kpanururarusnsie nanuee mo
MaumHounTaemoit Bepcuu KCCSH

Benko B, Koctonancku o.

Peziome:;

Kccq - "Kpatrui CAOBApb CHOBALIKOIO sapiKa” (2-e
Ham, 1989)  amngercs OHOTOMHBIM cJioBapem
COBPEMEHHOr0  cioBanKOro Aselka  (okoso 65 Taic,
crateit). Ero MalllMHOYMTaeMan Bepcua, comepmatan
oMy  uucgopmaumo 10 2-my MBNAHKIO, cTana
OCHOBOR 1A nocTpoenus Gaaw

JIEKCHKe, nonmomAemol Apyrimy mnu'auctﬂqecknun
Havusmau, Hoxknaxg conepuT 6azopmie XapaKTepPUCTHKH
KCCH yu HEKOTOpble  eTaTucTHuecKne haunsle,
nony4yenubie B xone CrielHansLHoOro aRamaa,
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OmnpIT aBTOMATUSAI[MYU UCCJIENOBaHUII PYCCKOro
CUNIIa60-TOHMUYECKOI'0 CTUXOCJIOKEHNA

W.EBopouuna, A.A.Kperos, A.Cysopos
BopoxesKCcKkuii yBUBEPCUTeT
Poceus, 394693, BopoHeX, YuusepcuTerTcKan ni. 1
E-mail: fna@amm.vucnit.voronezh.su

Hoxnan

TEMATUYECKASA OBJIACTb:KpautTaTHBHLIE
MCCAEROBAHMA PYCCKOTO CTUXOCIOMKEHHA

Pesiome:
OmuchiBaeTCA NporpaMMa aBTOMATHYECKOro aHa/maa
PYCCKOrO CTUXOCIIOMEHHUSA.

T'naBHLIM JOCTOMHCTBOM KOMNLTEPOB ABJAETCA UX
cnocobHoCTD BRITIOJHATS TPYAOEMKYIO "
HETEOpYECKYI0  MHTe/NexTyanbHyio paGory. B
MCCHE{OBAHUAX I10 CTUXOBEIEHMI0 MMEHHO TaKas
pabora - mo mepBuyHoi ofpaGoTke M HAKOMIEHMIO
CTAaTMCTHYECKU NOCTOBEPHOro MATepuasa 3aHMMaeT
HauGosbinee Bpems. OcBoGomMTE McCCJefoBaTeNs OT
PYTHHHONM paGoThbl M COKOHOMUTB €ro BPeMR Nnpu3asaHa
nporpamma AVERS (Automatic Analysis of
Versitication).

Hannas nporpamma ofpabaThiBaeT TeKCTOBhIE
caltimul, comep:xalume pyccKiue CTUXOTBOPHLIE TEKCTHI
€ UPOCTABJEHHLIMY YAapeHVAMM, M OPMEHTHpOBaHa
Ha cHna6o-TOHMYECKYIO CHCTEMY CTUXOCJONKEHHA,

IporpaMma aHanuaupyeT pa3mep Kaxm ol CTPOKM
(amM6, xope#l, RakTMaL, aHamecT, amdubpaxumn),
pudbMy no MecTy ynapenus (My»CKadA, MKeHCKaf,
JaKTHJIMYecKas, TUMepAAKTHAMYecKaf), HajaMBie
crioHgeeB u muppuxues. Kpome TOro, oHa paer
CTATHCTUKY MO KAXKAOMY CTHMXOTBODHOMY TEKCTY:
KOJIMHECTBO pa3MepoB, YMCJIO CTPOK M MpOLIeHTHOoe
COOTHOLIEHMEe MO KAXKIOMY M3 HHUX; KOJNMYecTBo
NUMpPUXKEB M CTOHJAeeB B CTUXOTBOPHOM TeKCTe;
KONMYecTBO Ka)kioro Tuna pupMm (no Mecry
yAapeHus) ¥ paccTofHue (B CTPOKaX) Mexay
pudmamu.

OmicaHHble B JuTepatype aJropUTMEL
onpefieJeHUss PpasMepa U pudMyOUMXCA CTPOK
MOKAa3ady HeBLICOKYIO paspeluaiouyio CriocobHOCTD,
yro norpeGoBano paspaGorku Gonee 3dhpeKTUBHLIX
aJropuTMOB.

Ilo sxenaHMIO MOJIL30OBaTeNA Ha 3IKPaH BLINAWTCH
CTPOKM, cofiepaKallye TOT MJM WHON -mapamerp
aHaqMaupyemoro cTMXuTBopeuusa. Ocobuit  aiin
COZIEPIKUT BOKANUHECKYIO CTPYKTYPY CTMXOTBOPEHMS,
pa3butyio Ha cronbi, wTO naer GoraThli MaTepual
AUIA MCCJIeJOBaHUA AaCCOHAHCOB.

B Hacrofiulee BpeMA MporpaMma ABJAETCA
MCCIeNOBATENLCKOA M MOXKET IIPUMEHATHCA NpH

NpOBefieHNH LIMPOKOro Kpyra Hay4HO-
UccleRoBaTeNIbCKMX  paGoT:  OT  KypCcOBBIX RO
AMCCEePTALMOHHBIX.

Ha 6asze wuMeioleificA Bepcuu  IMPOrpamMmel
npeanonaraeTcA co3faHue obyualoweli PorpaMMbl
yualmxcsi CpenHeli M BuiCillel IUKOJNBI, KOTOpas
fyaer 3HaKOMMTH C OCHOBHBIMM MOHATUAMU PYCCKOro
cunaGo-TOHUIECKOTO CTUXOCJIOKEHHA "
TPEeHUPOBATH B NPAKTUYECKOM NOJL30BAHUU UMM,

An Attempt for Automatization of Russian
Syllabotonic Versification Study

Voronina 1.E., Kretov A.A., Suvorov A,

Summary:
It is presented AVERS - a program packet for automatic
analysis of Russian versification.

Topical paper

It is suggested two linguo-s
measure picularities of autho

to test hypothesis of N.
authors in text of novel

results of research,

prose with the help

1) index of us; Prepositional and conjuctional

R= .28 Ties.

conjuctions in m -
2) index of p

R

n
where U - the number of ca
befpre the last part in ran
which is situated directly

ses of using the conjunction 11
ge of homogeneous predicates,
after a comma; n - the number of

T .
he Problem of Measuring Linguostatistic Pecularitieg

of Author's Speech in Fiction Texts

G.V.Ermolenko
Grodnensky Pedagogical Institute
Grodno, Bielorussia

AREA: Quantitative stylistics

latistic indices wich allow to

1's style. This g i
Pproach is used
Medvedeva about existing of two

"Tuxutt Nou" by M.A. Sholohov

1. Measuring in linguisti i
reliability in the result of o
linguistics to

Tings definite precision and

of statistical indeces:

» Where P is the

number of prepositions, C - the number of

portions containing 100 running words;

revalence of zero occurenci i
. es of
in the structure of homo, -

geneous  verbal

compared variational series,
@2 @2

-- and -- squares of the
X1 X2

main errors of selection, @ -"sygma", & . "

hypothc'sis in her book "Crpems
(Mysteries of the Novel),

gboul presence of two autho
in the text of the novel "Ty

Qualico-94
3. It is undertaken comparison i
: of d i
which measure the peculiarities of aspge:?""s Randio,
syllnlacllqal leyel, using the criterion of compa:;xpl‘ess:on on
arglhrpehcaidlmensions of the variationa] oon Of mean
criterion looks as follows: “efies. The
X1-X2
& = e :
frmmmmneaee
/@2 @2
/ -+ -
V X1 X2

where X1 and X2 - mean arithmetical dimensions of

gamma",

N. Medvedeva's
_ "Tuxoro Hona"
- Par}s: YMKA - Press, 1974
r's origins (author - "co-aulhor"i
xuit lon" by M.A. Sholokhov.

4. It is undertaken examination of
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From Latin To Modern Romance Languages:

Testing Regularities for Words
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Kapitan, Maxim E.,
Moscow State University
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Faculty

Dept. of Romance Philology
Russia, 117899, Moscow,
Vorobjovy Gory, MGU, 1 Bldg. of humenetes

Philologicil

Topical paper

AREA: Description of language evolution process

Summary:

It is found that the degree of survival of classical Latin words
in some major modern Romance languages depends on  their
age, polysemy and part-of-speech category. Besides, the
dependences of values of part of speech category, polysemy,
frequency, word-building structure on their age are

considered.

1. In this paper the dependence of Latin words survival
degree in major modern Romance languages on their age has
been considered. Besides, we undertake an attempt to test
the dependence of words of different parts-of-speech,
polysemy zones, frequency ranks, word-building structure
on their age.

Also an interplay of some indicated systemic features of
words without age differentiation was investigated.

Some major tendencies for predisposition of Latin words
of different categories, having different systemic features to
survival and some clear system diachronic transformations
have been revealed in the model of evolutional development
of lexical system, based on the concept of word life cycle by
A.A Polikarpov [Polikarpov, 1988, 1990, 1991, 1993, 1994].

This model' enables to forecast the greater survival
chances for words which are relatively more ancient,
categorically and semantically more abstract, more
polysemic, more frequent, with simpler word-bilding
structure.

2. The first thousand of the most frequent words from
D.D.Gardner's Frequency Dictionary of Classical Latin
Words [Gardner, 1970] was taken for the test of forecasted
corrclations. The age of Latin words has been determined

using data from Ernout-Mcillet etymological dictionary
[Ernout A., Meillet A., Dictiornaire etymologique de la
langue latin. Histoire des mots. 1959]. We used age divisions
as follows:
1 - period of all-indoeuropian unity,
2 - period of western-europian unity,
3 - period of Italic unity,
4 - strictly Latin period.

(In some cases 1-3d periods were considered like one
period, opposed to the 4th, because relationships between
some characteristics, marked by these the most ancient
periods, in these cases are not obvious.)

Polysemy was controlled in P.G.W.Glayr's explanatory

of classical Latin words [Oxford Latin

dictionary
Dictionary, 1968-1982]. Survival rate was defined
according to W.Meyer-Lubke's etymological dictionary

[Meyer-Lubke,1935].
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The following results were obtained:

Table 1
Correlation between age and survival for words of a!l parts of speech together

languages

Latin  Rumanian Italian  French  Spanish Portuguese
p abs.% abs. % abs. % abs.% abs. % abs. %

238 100 107 4496 150 63,03 132 5546 144 60,5 151 63,45
r2 78 100 31 3974 46 5897 40 5128 43 S50 44 5641
i3 15 100 4 26,67 8 5333 6 400 7 466 T 4667
o4 650 100 130 200 254 39,08 205 31,54 241 370 2403692
a5k — = e - i
ALL 981 100 372 379 458 46,7 383 390 435 443 442 45

It is clearly seen that per cent of survival of more ancient
words is higher for all the five main Romance languages.

3. If we consider the dependence of integral degree of
survival of Latin words in modern Romance ianguages (see
Table 2) we can sec words with maximum survival
(preserved in five major Romance languages) to be more
among the most ancient words, but those unpreserved in
no one of Romance languages are more among the younger

words.

Table 2.
Dependence of integral degree of survival on the age
Latin s wrvival unpreserved
5 4 3 2 1 sm dial all % %
el3 31066 20 2720 7 8 M4 9% 206
r
359 554 29 446

i4 648 75 98 38 47 47 19 28
0
d
( 5,4 etc. - preserved in 5, 4 etc. major Romance languages,
sm - preserved in small Romance languages, dial.-

preserved in dialects).
4, ther systemic characteristics of Latin words depend on

the age as well:
4.1, orrelation between age and word-building structure

Table 3.

periods  root  derivatives and compounds  in all
words
1-3 k%Y ? 349
4 150 494 644
97 496 993

In the table 3 it is seen that number of root words to be
much more among ancient than among relatively young
Latin words of this frequency group.

4.2. orrelation between age and belonging to some part

* of speech

|

periods -3 period 4 i Table 4
abs, % © abs, 9 oM dence of
. ° Dependence of an iny,
5 lnlsl 369 2 e g o8ral degree of sy ryjyag of lexemes on th, Table 8
1 1 e
ADJ - 33::'7 212 6563 3y polys. i s ir polysemy
ADV 5 g I;s 862 1m zone Lat. 5 4e 5 e Sty
NUM 5 600 i = ! & 5o 5 21 em dal e o
PRON 3 v g 3 2 g ERN 20531 S0 e
1 3 A 14 467
PREP o 69.23 4 320;(,7 N 5 I 2] 142 |47 - ! 23 44
CONJ 12 46,15 14 i 13 5-8 38 64 51 s o I 7 9 106 49‘8
INTERJ P e B P 916 W % % g 5 o 0 Uy g
By 3 1746 56 u o1 4 'f 0 21z g,
» 2 3 >
In the tabl e ey
e 4 one can see 7
. more ancij (5,4 etc. - preserved i
redo; ent w, . -preserved in 5, 4 i
p minate among numerals and ords: to : - preserved in snhallelfii major romance Ianguages
om >

TEpositi sm.
younger wo & P ons, g
B rds -among autonomous parls of sp%cr;]d preserved in dialects).

Pronouns an i i .
d conjunctions occupy an infer From the table 8 it is seen as wel|

4.3. orrelation betw mediate position,
een age and polysemy polysemy the part of remained words j;
' mo

ance languages, dia] .

that with the rise of
1 a more number of

po S s . Table 5, dern languages increases and the amoun
([: " period peripd period period % p:riod % oy Pigpaidecigascs. i e
o 3 S 6.The f: i
° 1 7 16 Mgy -The facts about correlation
iy ; 5 U1 %3 w oy o and integral degree of survival el taineg e
i 4 s , S e were also obtained.
5 n ;; 4 101 200 247 7,0 a4
3 3 1. 376 184 62
mi746 » ' R i e
T T orrelation betw i -
n . e €en average polysemy and integral d
e _ egree
24 8 15 33 647 %5 i o
4.4. orrelation between age and frequency o i
10,75 852 87 704 693 6,62
frequency ranks - I-3d periods 4t period Table 6. In the table 9
Ladper e ¢ lable 9 you can see, the more preserved words, th
;;6:2 L [ more their average polysemy. e
128 ; ; i
A S 7. The data i i
;23_256 o & : Ss-j WL |_tsal;mu correlation l?ﬂl\VCCﬂ survival and
m_lég 5w » parts of speech were obtained.
- 0 (k] 26,7 57 M3
i _ orrelation ; i s
ol o:pfi ::u can see rthat with the drop of frequency  survival ratcbelwccn D S e
4 zone of. the most fre
share of ancient words T
ords decreases, and
i i L the share of young - JsLjat Rum % Qal % French o Span %  Pont o
ﬁ me-data abo ‘ ] 5 102 287 196 552 167 470 ) 8 iy
5. ul cor i N . ' ' m
and their polysemy were :;:i“_on between susvival of lexemes  apy .3723 :: ;;;; I;T ;27] T A ST ;f
alned, ADV ¢ [} |2,; 1 212124 1:0 ::; . 3 il
d R 5 ) n 3 »
lr,\;;_y 5 5 w0 4 80,0 4 80,0 : llool’9 o
il - Table 7 N6 5 g 3 83 4 200 < 833 i
pendence of survival of lexicon on pol { . coRm o : e X
e major uri polysemy for <o b ¥3 3 B 51,5 8 613
e Romtnee ngunese s ‘o ;a ‘2:: 7259 5 21 5 o3 s |.fé
: 3 i 333 1 3.3 1 11; Mene
X I 333

Lat. Rum. % hal. % French % Span %  Port .9
7 e :i&:cordl::f lo these facts onc can see that the syntactic

Y34 a4 10302 1 208 19 9 1z 39 lo more preserved than the aulonomo S w
$5-8 B3W O S 1 e 295 a1 g (however conjunctions represent the ex i r bl
Sl o) 1:)7 28586 1‘51 434 127 365 (44 414 |49 42:8 !'ll!(‘;‘. blll ‘hc Reasong of !hj r ‘\ccpuon " lhc 8cncml
m17.46 5 29 ::lz l:‘:; :’;6, I;’ 48] 160 342 Jéo ;M2 panicularl\') e e be CORSidGICd

s1, 3 65 1 a6 3 gog 8 ob :
! g . The obtained res g

‘ L W, sult i
il ’ i =] o s corroborate the model prediction
bk anlcic.nl. most polysemantic, mos frequent
ords remain in the greater nunjber of new Romance

L 5 '
anguages and in the greater proporiion. The significant

corrclati oen § i
lation between such systemic parameters of Latin words

as an age, polysemy. [requency i
speech. was also found. cquency. belonging to the parts of

ol 0 9 3

0 M3 3
12 5 6 qa S B0 0 a0

IheF ;2:116;!:: ;}ble ?'u is seen, thai .\\'ilh the rise of polysemy
o _surw.val steadfastly increases (monosemantic
et ::\cepllqn l_o the general rule and it is. probably.
v Y pecl{llar:!y of the material: only particularly

onosemantic words are inciuded into the first

thousand of the most frequent words).
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Topical paper

AREA: Length Distribution of Phonetica] and Graphic
Units in Chinese

Summary:

The basic unit of Chinese - the word-sign is fepresented by 4
certain syllable and a certain character. The present
investigation is found on (he basic list (BL) of 4212 word-
signs - the sum of three independent lists of common
characters, evolved in the PRC cither imuitionally or on the
basis of currency dictionaries, and the first part of the library
of Chinese characters of CCDOS (the Chinese national

wordsigns,

The length of a Chinese syllable can be measured in ihe
number of microphonemes - realized structural units of
syllable accordingly to the model

"initial (I) + medial (M) -+ centr:
ie. in the number of let
optimally represented.

The data on the con
Satuation of a syllable

t (C) + terminal (m"
ters by which the syllable can be

nection between (he phonetical
and its duration in a text supposes 8§

spirant initials as

into  consideration the

of simultancous realization in a

syllable of M and T ©) ascribing of dual duration to resonant
lerminals "-n" and "-ng".  So there are 8 models: SUN,
SUEN, SUNN, SUENN, ' SSUN, SSUEN, SSUNN and
SSUENN (these indications are correlated with the syllable
"sun").

The criterium of the
model is the monotonousness of diminishj
of characlers, corresponding o a certain syllable, as long as
the length of the syllable is increased. This phenomena
takes place only for the models SUN and SSUN. in the first
Case juxtapposed are the legths 1-2 and 3-4, in the second -
the lengths 1-3 and 4.5, The additional criteriun; is the
Monotonousness of increasement of medium number of
Strokes as far as the pnonetic complesity of a word-sign
increases, because more simple units must have greater
Productivity; this phenomena is obvious only for the SUN- o
Model. This model is also the best fiom the point of view of

the minimality of the coefficient of variation of the general
distribution  of productivity and (he
Juxiaposition of pnonetical and graphical lengths,

The graphic comlexity of a word-si
N number of graphemes. The numiber

W0 microphonemes; b) taking
reduction of C=¢ in the case

B0 must be measured
of strokes is not

belween semantic and phonclic constituen
there are unusual rare DT and very productive PP,

strokes in a character and the number
shows that the number of additios
with rare DT ig firmly decreasing
length of the DT (the zero DT
proves that among rare DT (i
more than one grapheme, is j

have a tendency for equal ler
same time the number of a
similarity of il frequent DT does noy
their length and remains on the level of
strokes for common DT with

suitable because of great Variation ang the Presence of

comlex strokes. In the standard Ypographic g of 7000
characters the characters beginning with 5 combined sqroke
have one stroke less. That means that compley stroke js
psychologically conceived as a combination of fyq Strokes in
spite of the fact, that it is traditionally counteqd

as a single
stroke. It is also to be noted that the productivity of
phonetic part of a character is related more regularly 1o jgg

length in SGC (see below), not in st rokes,
The analysis of graphics begins with (he evolvement of
the set of immediate graphic constituents (IGC) on (he bagis
of formal isolation of phonetic paris (PP) - the common
racters with similar pronounciation,
ave 1288 PP. The regular remainders
of characters afier deduction of PP can be organised into g
list of 100 (with #¢ro) delerminatives (DT) - the f requent and
simple graphic constituents. There are also "exotic" graphic
constituents (EGS), which can be parts of not more than
three characters,

The analysis of the lists of modifications of PP, EGS and
characters with two determinatives s

PP constitute 25.4% of BS,
those having 4 PP and a DT - 67.5%. The number 4

suggests the greatest number of graphemes in a character.
The distribution of characters according to the number of
DT and PP shows a linear correspondance  between
productivity and the number of strokes and allows the
grouping of DT according to their produc ivity. The form of
correspondance of productivity of PP and their length in
strokes shows that for such parts 1o have less than four
strokes is not typical, Ag the same time the DT with '3
strokes have the biggest productivity. The presence of a
breaking point in the linear correspondance of number of Pp
and their productivity in the bilogarithmical scale gives the
border between ordinary and very productive PP. All these
Phenomena prove the fact, that there is ng fixed border

ts of characters:

The correspondance between the number of additional

of strokes in jfs DT
al strokes in characters
by the Increasement of (he
is not an exeption). This fact
¢ percent of DT, consisting of
nereasing by the increasement
5¢ DT, because the characters
1gth in significal units. At the
dditional strokes ip characters

nerease by the increasement of
number of additional

three strokes. Thig draws us 1o

f number of strokes in the
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the conclusion that all frequent DT are graphcmes and not

identi i hemes.
half of all DT are identical with grap
less;::napplicalion of the notion of grapheme to other

graphic constituents supposes a dissection of PP, which is

i | procedures.
in two stages aocorclmglg_f to formla proce
gt::::;cl;d t:floived a list of 490 united grahic cons::lt-ue;l;s
(UGC) - the maximum graphic intersections u:rst
representing parts of considerable number of charac

R i a
“The connection between the ability of UGC to constitute

part of another UGC and the number of its strokes f:?s the
meusuré of complexity which suppose a d:ssccl;O Arkis
and the measure of simplicity whlcih allous'GC) he
considered as standard graphic constituent (‘l'ty L
additional criterium is the oombinalitlm o!.' the 814:1 :1 S e i
to be a part of another UGS with its pr e aleris
formation of characters. In this way on the s::iws ol
formed the list of 250 SG;.‘GaCnd it becomes
P comprises two A ) _
Slaﬂg?;l I:imilari{::.z between the grouping of Sgﬁl ao:::r:il::ﬁ.
to their frequency with their grouping aco: (emgﬁna[} -
positions in characters (initional, medial an“ e
their usage as DT allows to disgcm 7 laye:’m: oreqcomprises
cach of them, whith the excption of theuals fg?gmphemcs
circa 16 SGC. There was evolved also a sLO gty
(GRF) by the combination of SGC according to p!
addl‘;;m{:an;iln‘::r::guol;'oizcmscmnt of accumqlmed fm.lucx
of basic graphic constituents of characters m] ll::dlef:lr, e
and also of determinatives, f'ormally postula o g
character, shows the reliabih:)y; ];Sf ‘;11::?‘ sal:ETnIy Bt
ﬁ?&&mﬁs&uﬁ;? "I:*l;::?;gmbility of characters in rsfe;:
is only slightly inferior to their dlsoemibil;tgfd: ::e alsc;
because in most of these cases the stroke
lc‘e!;'du‘l:ala'bmresz’:id'alk)ws to see in SGC analogies to l.hl;
microphonemes. The difference between the mbl::-m
microphonemes (approximately 30) am'i the mllal S
is not substantial, because 95} Sgc (with l(l:\e g:a Sl
cover more than 80% of realisations of SG lFmd e
BS, and the number'of GRM can ben l'l'llml'l'lf I‘l‘al;; ol
ais;) a certain similarity between DT and initials,
ﬁmfnou:ns;n:r;c;}apmcal models SGS-model is better f‘r::tn
the point of view of juxtoposition of lengths 1-2 and 3-4,

is obvious
in the GRF-model the preference of SUN-model is 0

n be
for any length of the word-sign. Those two c]ll‘:;'g:;zci:s e
estimated as having equal value, because the Pt e
slight and the segmentation into SGC was a

formal procedures. ; o rd-
. Thepsl.alisﬁeal characteristics of distribution of wo

signs according to their phonetical and graphical lengthes

(three middles with variety coefficient, central m:fmt&?;
excess and assimetry) allow to speak not o:t\lly e
similarity (which is formally liale'u:, b;:ause :l{a o
, but of their identity. It is to noted

?h!:rlz}l‘:lse)risﬁcs place the SUN-distribution between SGi a:i:
GRM-distributions - two "versions” of the same g lpand
model. All this allows us to say that the'plmnel:ca o

aphical lengthes of the basical units of ’Chmnse, mand
igl'rl linguistically consistent units - microphonemes
graphemes, are gomomorphous.

i i eir
Statstical characteristics of word-signs according to th

length

M4 E A

X vV G H M2 M3

}‘g{)’.dljl 2}.‘73 27 262 249 0353 -(:)(354 01-;60 2279% -((),:)1;
71 30 2.58 243 064 I : 4 o

?‘:(I}:l:" :.79 20 266 251 065 002 126 3.00 0

Heonpenené"nnoc'rb doHeTHUECKUX U
~ rpacduuecKux
penpeseHTaluin 0a30BLIX €AUHNIL
B KUTACKOM A3BIKE

Kapaneranu A.M.

Me:
Eizznymca 3aKOHOMEPHOCTH pacripefiesiena 10

anuue GasoRBIX eMHML, cnoromopepem, ncl;:;;aﬁcueox
AspiKe  (boHeTHHecKoW M rpatcuye .
penpeseHTauMAX. YCTAHABJIMBACTCSH " emc.uo:xnomm
Mexny oHerTHdeckold u rpadutecko

(mauHOiR) ORHOCIOrOB.
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Topical paper

AREA: Quantitative analysis of systemic relations in
morphemics

Summary:

Substantiation and verification of the scientific
hypothesis about correlation between mono- and
multi-dimensional units within the morphemic
inventory as one of order parameters in language
system

Morphemics  and word-generating,  order
parameters in language system

The hypothesis about correlation between mono-
and multi-dimensional units within the morphemic
inventory as one of order parameters in language
system is substantiated and verified on the data of
Modern Ukrainian suffixal inventory. Both the
mono- and multi-dimension of the form and
semantics of suffixes is analysed and 5 groups of
units are formed on this basis. Multi-dimensional
units, as it is proved, are the results of the economy
of the resources of morphemic inventory in the
process of word-generating due to the expansion of
its internal possibilities and not due to the increase
of its rate.

The morphemic level of language system has, as
it is known, the inventory of it's base units -
morphemes and the rules of their functioning
within it's complex units - word morphemic
structurés. The latter consist of the 1) rules of
morphemes’ combination in the linear chain (the
rules of morphemic synlagmatics) and 2) the rules
of their substitution (the rules of morphemic

~ Paradigmatics). The finite result of generating of

word out of morphemes is submitted, in it's turn, to
the laws of word constructing, which function in
certain "language and - determine the choice of
inventory units, order of their succession within the
word structure, number of morphemes of certain
class and the whole number of morphemes in the
Word, modes of their formal mutual adaptatlion
{morphonological rules). The study of the functional
features of morphemes permits to determine the
laws of action of the word-generating mechanism in
tertain language and on this basis lo organize Lhe
Proper morphemic inventory according to the
functional load of it’s units. This latter makes

possible the prognostication of word synthesis out of

certain morphemes.

The aim of proposed investigation was the study
of the functional features of the: Modern Ukrainian
suffixal inventory units, because they are the most
active in the processes of word-generating. As the
data base for this analysis were used 672 suffixal
units, determined in the result of computer
treatment of 132,000 simple (one-root) words of
Modern Ukrainian language and organized in the
frequence- combinatory “Dictionary of morphemes
of . the Modern Ukrainian language” [1] The
computer determined also all enviroments, in which
these suffixes occured, ie. all their left-sided and
right-sided partners in these words. This queziiag
was the cardinal for our work: do these suffixes
always realize within the words in the same form
(writing in letters) and with the same semantics
(categorial derivational meaning or function) or
both their form and semantics are able to change in
certain situations. In other words, do in suffixal
inventory - really represent  formally and
semantically mono-dimensional units as well as
multi-dimensional ones and if it is so, what kind are
they, in the result of what Processes they appear,
what are their place and functional load in this
morphemic inventory.

As the analysis of material proved, within
suffixal inventory may be marked 5 groups of
units: the suffixes 1) mono-dimensional formally
and  semantically (MONSMON{ - 304, or
approx.45,2%), 2) mono-dimensional semantically,
.but multi-dimensional formally (MONsSMULTY -163,
or approx.24,3%); 3) multi-dimensional semantically,
but formally both monoand multi-dimensional
(depending on certain realized meaning -
MULTsMONfORMULTt - 103, or approx.15,3¢): 4)
multi-dimensional semantically and  formally
(MULTsMULTf - 66, or approx. 9,8%); 5) multi-
dimensional semantically, but mono-dimensional
formally (MULTsMONT - 38, or approx.5,49).

Let us underline that we understand mulli-
dimension of suffix form as it's capacily to realize
within the word in the sel of formal ‘variants
(allomorphs), Units, which are semantically multi-
dimensional, we call suffixemes, using this term in
interpretation by LLKovalyk [2, p.6] as designation
of units, which are able o realize in the word in

the set of morphs-homonyms  (with  various
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categorial derivational meanings) or submorphs-
homographs.

The first, the most numerous, group of units
includes grammatical suffixes, flexions of noun case
forms, which fell out the modern system of
inflexion, unifixes, !j-9-), elements, which are
determined as the remnenl product of morphemic
analysis of borrowed words and also various
connectors between the root and suffixes of full
value, which keep, as a rule, "the track" of
borrowed unit.

The overwhelming majority of these units
ought to suppose that the "defect”, "exotic"
character of their form or semantics favour the
conservation of their mono-dimension, because they,
from one side, require another modes of their
formal assimilation and, from the another side, bind
the development of their semantics. But in this
group there are some active derivational elements,
which form keeps invariable thanks to their finite
position in the chain of word-generating.

To the second group belong suffixes, which
semantics remains invariable, but their form can
change. They can replace various positions in the
chain of word-generating: to be the source units for
transformation or to be the result of this one.
Besides proper allomorphs, which are the results of
action of certain morphonological rules, in our
material occure allomorphs, which we call
conditional ones. Their appearance in the writing of
word in letters is caused by different modes of
representation of the same unit in the combinations
with various right-sided partners. Suffixes of this
group are organized mostly in the pairs (82 out of
163) and more rarely -in the triads (24).

This group of suffixes is narrowly connected with
two groups of suffixemes - MULTsMULT{ and
MULTsMULT{ORMONT{. Often in the pairs, triades
and bunches with the 4,5 and even 6 elements can
be organized both semantically mono- and multi-
dimensional units. In the process of word-
generating can occure contraction of multi-
dimensional unit semantics as well as it's expansion,
ie. the transformation of mono-dimensional unit
into multi-dimensional one.

There 21 pairs, 13 triades, 4 bunches with 4
elements and on 1 bunch with 5 and 6 elements
correspondingly in our materiall In a whole 108
units of suffixal inventory are represented in these
complexes. Within them the semantics of the source
element regulates the concrete transformations of
the units' form.

It is not hard to notice that this net crosses with
the nets of representatives of other suffixemes (,I,I).
The effect of such nets usage for study of
generating  mechanism of graphemic and
phonological structure of the word was convincingly
demonstrated by P.Menzerath still in 1954 [3}. As
our word proves, it is possible to brigthen up many
essential things in the mechanism of morphemic
word-generating with their help too.

Within suffixemnes it is possible to chcose two
levels for the contrasting of their representatives:
on their status in the word morphemic structure
(morphs and submorphs) and on the character of
categorial derivational meanings, which are peculiar
to the morphs. These latters may demonstrate the
homonymy within .one part-of-speech meaning,
between different part-of-speech meanings and, at
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least, so-called mixed homonymy, which combine
both above-mentioned types.Taking into account
various combinations of these modes of contrasting
and various Llypes of morphs homonymy, 7
varieties of suffixemes may be formed. In our
material prevail suffixemes with homonymy
morphs' meanings within the noun part-of-speech
meaning and with the contrasting such homonymic
morphs to submorphs-asemantemes. See about it in
more details in [4]

The analysis of our data permitted to suppose the
existence of correlation between mono- and multi-
dimensional units in the Modern Ukrainian suffixal
inventory. Multi-dimension of the form as well as
multi-dimension of semantics appears due to the
economy of means in the process of word-
generating, to the frequentative repetition of the
same units (from semantic or formal point of view)
as possibly more acts of word-constructing. Multi-
dimension of form is ensured by the brunched
system of morphonological procedures, but mostly
they function not deeper than on one step of the
chain of generating. On one step it may be from 1
to 5 such formal transformations.

Multi-dimension of semantics is created due to
the coincidence of the results of formal
transformations with the invariable units. For
recognizing of suffixemes language works out
special mechanism of diagnostics, which includes
various enviroments of such units within the word,
their accent features, type of word morphemic
structure in a whole. ‘

Thus, units with multi~dimensicnal form may be
organized in various complexes (pairs, triades and
bunches with 4-6 elements). The units with multi-
dimensional semantics are organized into suffixemes
of 7 varieties. On this basis it is possible to
determine within inventory: 1) invariable units

 (group MONsMONT{); 2) complexes of semantically

mono- dimensional allomorphs (group
MONsMULT{); 3) suffixemes with invariable form
(groups MULTsMONf and partly MULTs
MULT{fORMONEf) and 4) suffixemes-allomorphs
(groups MULTsMULT{ and partly
MULTsMULT{ORMONT{). Taking it into account, it
is possible also to determine 3 degrees of the ability
for the organization of suffixal inventory units, ie.
zero (MONsMONT{); the first (on the indication of
the form (MONs MULTE) or semantics
(MULTsMONf, MULTsMONfORMULT{) change
and the second ohe ( on the indication of change
both form and semantics of units (MULTsMULT®).

Stepped character of suffixes' organization is
caused by their different functicnal load in the
process of word-generating. The active usage of the
large part of suffixal inventory in the consiructing
of word morphemic structure is caused by the
tendency to the economy of means thanks to the
various procedures of their formal and semantic
transformation. The multi-dimensional units have
higher functional load and may be considered as
the expansion of suffixal inventory possibilities in
the process of word-generating due to it's internal
resources and not due to the increase of it's rate.
X", 1962, S.5-26.
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complication of morphemic structure, ie. with the
increase of the number of morphemes. ]

The limit of word affixal developing is caused by
word depth in 7+/-2 units. If morphemic structures
have the depth larger than this limit, their degree
of realization sharply decreases. Words with 8 or
more morphemes don't form even 1 per cent in the
Ukrainian language. Theoretically the longest word
(the length is measured by morphemes) has such
formula: 4P+R+68S or 4P+R+6S+F. It is determined
empirically, on the basis of analysis of prefixal and
suffixal word development. In the analysed material
occur units, which have 4 prefixes and 6 suffixes.
Both of them belong to singular constructions, it
of language proves their peripheral position in the language.

Morphemic structure of simple (one-root) word is
mostly asymmetric one; it becomes apparent in
prevalence of word postpositive part over its
prepositive part [2].

On the basis of these data it becomes possible to
suppose,that the equilibrium of word morphemic
subsystem is regulatedby the law of word depth,
which, in its turn, is caused by the limited rate of
possible in certain word position. human operative memory {(7+/-2 units). It is

The morphemic subsystem of language is shownin such dependence: the degree of
determined by interrelations and connections morphemic structure realization in lhe inventory of
between simple uhits (morphemes) and complex language units and in the text is thesmaller, the
ones (morphemic structures). Word morphemic larger is its complexity. Side by side with these
structure is the succession of morphemes, which is indications of word morphemic structure is.such
built on certain rules of combination of separate indication as the attractive force of the root. Thanks
morphemes’ types and classes. We have already to that the root as the bearer of relative words
written about several laws of word morphemic semantics also plays the main role within every
structure constracting [1}. In this case let us remind separate word; it holds the morphotactics in those
those of them, which will help to understand how limits, which ensure the strengih of language
the equilibrium of language morphemic subsystem morphemic subsystem. We understand the
becomes apparent on theé level of its complex units. attractive force of root as the sum of morphemic
It means the analysis of word morphotactic combinations with it, which are possible in a certain
features, which are shown with the help of position of the word. '
positional and  combinatory indications of The division of morphemes into the root and
morphemes, the possibility of their combination auxiliary ones has been accepted in linguistics for a
within certain morphemic structures and realization long time. It takes into account the obligatory
(filling) of every structure by the concrete words of presence of root in every word as well as another
the language. type of its semantics in comparison with the

The analysis of about 160,000 words of Modern auxiliary, affixal morphemes. The semantics of the
Ukrainian language permitted to determiine that the latter in some way is given by semantics of the root
nucleus of morphemic subsystem form simple and becomes apparent only in the context with it. If
structures, the length of which usually is not higher auxiliary morpheme is. polysemantic one, the
than 4 morphemes. As a rule, their struclure is as realization of one or several particular meanings is

follows: PRSS, RF, PRSF (where P - prefix, R - possible only in the context of their combination
root, S - suffix and F - flexion). Language system with the root.
gives preference to these structures: they are used
with high frequency in the language lexicon. The
degree of morphemic structure realization and its
usage in the language decrease with the

Topical paper

AREA: Quantitative-systemic analysis of units in
morphemic subsystem of language

Summary: [
Substantiation and verification of the scientific

hypothesis about attractive force of root as the
factor, which ensures the equilibrium in morphemic
subsystem of language. Morphemics, word-
generating, parameters of -self-organization and
self-regulation in language system.

The morphemic subsystem
demonstrates the action of the laws-of word depth,
preference and asymmetry. The attractive force of
root ensures it's equilibrium, because the root is
such a morpheme, which is obligatory for every
word and gives the semantic and formal
combinability of auxiliary morphemes. The proper
attractive force of the root is measured by sum of
morphemes' combinations with it, which are

which is necessary for recognizing of -auxiliary
morpheme as independent unit - its obligatory
combination with root.
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There is also another condition the fulfilment of -

‘_Within the morphemic invent 2
units tl_me Specific gravity of motgog [zi ignguage
comparison with suffixes) and even hund 131 By
(in comparison with prefixes ang tlen‘ Y
than that of affixes. Thus, according mx;ﬁ:s‘)j g8 of
the computer morpheme-word-formatiye st ai:l o
Mod_ern Ukrainian language [3] there st
prefixal morphs, 672 suffixal and 18849 rnotare =
) 'I_‘he. analysis of positional ang mmb{gne_s.
indications of, for instance, prefixes prov i, o
pre-root position is obligatory for alll unitses’f th?t
type (primordial and borrowed, old and i iy
Without it the maintaining of prefix in ] ol
morpheme status is impossible. From this a:;guage
view the borrowed prefixes are significant IIJ:,eInt o
they show the process of their l.mderstalndir(:al-lse
separau_a morphemes in Ukrainian language Tgh o
cgrrelatmn with words, which have the salm i
different roots makes possible the determinatioi 0;
such morphemes and their transition into the wo c(l)
torl"na_tive formants category of language. For :h“
majority of unproductive borrowed prefixes th:
pre-root position is the only possible one .
Ukrainian language, "
" It may be possible to Suppose, that in th
root position the auxiliary (prefixal, in part‘izcupI:?-)
morpheme realizes its main differential meanings
in other positions it expresses these meanings ancf
more often - only the modified ones, .

The measurement of root attraclive force with
the hel_p of determination of morphemic
combinations combinatory force becomes possible
due to the account of left-sided and right-sided
combm_ability of each morpheme. The latter may be
deterfmned only with the help of frequence-
combmato;y morphemes' dictionary. For Ukrainian
language it is compiled with the help of computer
[4). Tpe dictionary is organized in such way that it
permits to take into account all morphemic
combinations, which have occured within the words
of the computer stock, their positions, combinatory
.force depending on their word position.

The_' analysis proves that for all (without any
exception) prefixes of Ukrainian language the
specific grayity of their combinations with the root
in thg beginning of the word (position [p]R) is
essentially higher than that of their combinations
w1t!1 other prefixes. For the majority of prefixes the
position p[p]R, ie. again pre-root position but
already not in the beginning of the word, but after
anqtber prefix, is on the second place by the
actwlty of usage. On the third place is position
Ip]pl_:{. 1.e. the beginning of the word before another
prefix. The activity of morphemic combinalions in
other positions is essentially smaller. The prevalence
of pre-root  prefixal combinations (right-sided
valency of prefixes) is obvious, It demonstrates the
root attractive force, which "keeps" Lhe
morphotactics in equilibrium,

The number of prefixal combinations in pait.‘s
triads_ proves - the insignificant realization oi
cofnbmato‘ry possibilities of morphemic inventory.
W:l‘h. the increase of word prepositive part in each
position, with its moving off the rool both the
nu_mber of prefixes, which can occupy the second
Lhn:d and fourth word positions and the number of
dzz;::;ze sr.norphemic combinations in each position

In the same time empiric indices of morphemes’
combinability are essentially smaller than of those
ones, _\ffhl(-‘h are determined theoretically (as the
possibility of combination in certain position of all
units with each other, for instance, 78 prefixal
morphemes with the same 78 prefixes). It jg
determined that in the second position - [p]pR -
only 875 prefixal combinations are realized from
6084 theoretically possible, ie. 14,4%, in the third
position - [pIppR - from 474552 - 76, ie. 0,01%, in
the fourth position, the last position of prefix before
the root for the Ukrainian language we meet 3
morphemic  combinations, It proves  that
combinatory  possibilities of morphemes are
burdened by semantic combinability with the main
word units (roots and word-bases). The semantics of
prefixes which are the most distant from the root
becomes close to the grammatic one acquiring the
meanings of action led to the end,

The economy of usage of morphemic inventory
combinatory possibilities is achieved due to the
repetition within it not only of separate units, but
also of pair ones as well as three- and four-
component morphemic combinations. Most of them
In answer to the order of word-formation become
by analogy the new morphemes. Combinatorial
possibilities of some new morphemes, prefixes, in
particular, are essentially smaller than that -of (;ne-
component units. It is evident that such prefixal
combinations may be maximurm two-component
and suffixal combinations of such type may be
four-component demonstrating in this case also
advantages of post-positive (post-root) part of word.

Thf: frequency of pair combinations of the same
functional class units is essentially higher than of
three-component and more complex structures. For
example, each prefix has several (not more than 3)
pairs of prefixal combinations, the frequency of
usage of which is essentially higher than of other
pairs. These pairs demonstrate the highest semantic

com‘tfma.:bilily between morphemes, ie. the
equilibrium of language morphemic s’ubsystem is
ensured by the attractive force of root, and its
firmness _is. connected with economic 'usage of
morphemic inventory, by which the possibilities of
Separate morphemes combinability between each
other are strenthened with multiple application of
pairs and triads of these units.
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C6op u obobruenne uHgopMatuyu o nponecce
cioBoobpasonanua Tpebyer sHauUMTENLHBIX yeumii,
HTO MOMCET OKOHYATENLHO BacHOHUTE TBOPYecKyio
CTOPORY MCCNeN0BATENLCKOTO nponecca. B Takoji
curyauun KOMMBIOTEP MOMeT B3ATH Ha  ce6g
PYTHMHHYIO HacTh paGoTs! u chirpars POJIL TpeHaxepa
TPy peaymaanuy 3ajnay ofydenns.

Hamnuue oIlpejieIEHHBIX 3aKOHOMepHOoCTel!
TIOPOKIEHNA  pycCKOTO  cjopa NOpoaMIlQ e
B3aWMOCBA3BAHHbBIE 3afayn’ (1) dopmamzanuy  u
[IPOrpamMmHOro MOATBEPIKAEHMA BLIABICHHLIX rpasun
u (2) durcanuy HobBIX,

OcHoBHas nesw UPeLNPUHATOIO MpOeKTa - AaTh
MccoenoBaTenio yaoGueni M paaymunii MHCTPYMEHT,
COBEPLICHCTBYIOIUMICA 0 Mepe HAKOMJIEHUS HOBOIO
MaTepuaJa.

Ilporpamma peasmayer CIIeIyIoLIMe BO3MOMHOCTH,

1) Hpocmorp u Koppexk1uposka  6azoBoro
MaTepuans, T.e. Habopos Mopdem  (xopmeii,
npucTaBoK, cydgpukcos u OKOHYaHMIA),

2) Bribop chopmy: CHOBA, 4TO IMOApasyMeRaer
BOSMOXHYI0 UKCALMIO OTHENBHBIX ero qacTen,
3ajaHye KoAMYeCTBA PUMCTABOK cybduxcos.
Hopoxpenne ciosa moxer NPpOMCXOAUTE myTem
CHy4ajitoro BeiGopa HeMKCHPOBAHHEIX YacTel} 78,174
ItyTem ronHoro nepefopa sapudnTton,

CaMblii oueBumHbIsi cnyyait - ronHbNd nepebop

BapuaHToB, jpawwmit  Haubonee 3aBePIICHHYIO
KapTUHY npouecca ciosooGpazosaius.
CunTesupoBaHHbIf marepuan MOMHO

TPOCMATPUBATE M COXPAHATE B . TOM wiche u ¢
HeobXomMMeIMY KOMMEHTapPHsAMY).

3) K wnaubonee WHTEPECHLIM “M [0 KOHIA He
VIBYHMEHHBIM  BOBMOXKHOCTAM  OTHOCKTCA rporecc
bunsTpanmmy, Te. MPOXOXKAEHNE TOPOMICHHBIX CIIOE
4epes CUCTeMy ¢uasTpos: oHeTMIeCKNUI,
Mopcbono.noruqecxm‘&, rpaMMaTHYeCcKuf,
NapanurMaTu4ecKuit, ceMaHTHMYeCKMIL. Ipu  arom
CYLIeCTByeT uepapXxus (uibTpos.

IIo .+ eJIaHUI TOJIE30BaTeJIA BE\JaeTcA
MHDOPMaUMA 0 peayabTaTax [IPOXOMAEHNA DUILTPa,
HEOﬁ){OﬂHMEle NoACHEeHua B chayqdae OTPHIIATeNETHOTO
Pesynsrata, mim ke IpeNyCMaTpUBaETCH  peXcum
Bhijiagm Tonsko Tex csios, KOTOpbIie npowm duinrp
Yenemno,

Paapaborka thunerpor ocyimecranneres COTJIACH()
X Wepapxumu: peasmsauMs OAHONO thunsrpa  naer
MaTepuan nas opmamsariii Apyroro, 9ra wacts
PatoTes NpeaycMarpusaeT  COBEPLICHCTBOBAHME
NporpammeL.

automatic

Iiporpamma npenycemarpusaer roposkelne cion,
COCTOALWX He boJiee YeM 13 Tpex NpUCTaBOK, OHOMO
KopHa ¥ wmecty cyddurcos. B pemume BeIGOpa
thopMysibl  MCKITIOYEHA BOSMOIKHOCTEH MOPOXMCIeHN
¢ioBo0bpasoBaTeNLHON NapagurmMel (MEOKECTBA CJ10B,
‘ofpasyeMBIX OT OfHOYO [IPOMBBOMALLEr0 Ha ONHOM
luare  Jepusaiuu), cioBoobpasoBaTeNLiol Hernmn
(muoxcecTBO cnoB, ofpasyembix 3a N-oe HMCJIO 1Iaros
AepMBALMM, TIPM YCJAOBMM, YTO HA KaXKAOM Iuare
MoOpoMKiaeTca JIALUE 0NIHO CJI0BO) 173
cioBooBpasopaTensHoro  ruesga (MHOMCECTBA  BCex
CJIOB, NMOPOMIACMBIX OT AGHHONO NPOMBBOLMLIEro W
BCeX ero NMposM3BojHLIX Ha Beex Liarax AepuBaLun),

Ecm wexonunts us yenosus, uro miar nepuBaimy
¢ chopmansroii  Touky BPeHMI  cocroMT B
npubannenun x NPOVABONALEMY NPMCTABKE My
cythpurea, o yuusepcansHoe . (aberpakTHoe)
CloBo0BpasoBaTensHOe THER)O TpelcTaHeT B Bupe
CETH € HeTBIDEX YIONLHEIMY SUelticamu.

Cets FIBAACTCH YR0BHEIM enocobom
NpeAcTaBieHus  marTepuana  u OJIHOBPEMEHHO
MHCTPYMEHTOM — KJaccubuiamust  cioB  mo  ux
Mopemuoit crpykrype.

Heeneposanne " ucropun P&RBePTLIBEUA  ceTel
OTHETLHBIL KOPHEH HOMmKHO nath MaTepuan Ans

thopmynuposkm BaKOHOMEPHOCTENH aToro
PasBepThIBaHNA M B  nepsyio odepent - ang
BLIABNEHUA BHYTPHCHCTEMHBIX 3anperon,
HAKIANEIBAEMBIX HA HEKOTOPBIE U3 TyTeilt.

Hano pasimyaTs FPUHLATTLL CoBnaHusg

(pasBepTetanitn) penu u HPUHUKELL HANTONHEHHA ee
YBJI0B pevenbiM MaTepHaom.

Pasmeprrumamue  cery OCYIeCTRIARTEH 110
Hpasmny: Ha  KamaoMm  Loare ysen  asourcs:
AOTIONMHAETCA HPUCTABKON M cydpuxcom, npu arom
Ra¥ABIA nocnenyoumii yaen (=enoso) COREPIRUT Ha
onny mopdpemy Goabine, yem npenuecTsyommiz.

Ha manonuenme cery pedessiM  mMatepuanom
HAKJALIBAIOTCA CHENYIOINME OrpaHMenya:

1) Cnoso we pnomkno conepxars boiee * 7+72
Mopihem, cuuran OKOHaHMe,

2) ¢ KamabiM 1warom BOsSpacraer Teoperuuecky
BOBMOMCHOR HHCNTo crion (xombBunaropnrte
BOSMO/KHOCTH  ofipasosanus  cnop BO3PACTAIGT ¢
KaXXnbiM marom);

3) mo mepe npubiKenus g MakcuMymy {9
Mopdhemam) BEPORTHOCTR HAIlOJIKe A Y3JioB
croBaMu, yriorpebnaembivmu B peuss, HOCHEHORATe NBHO
yOuinaer, crpemace x HYJ0.

4)  Touka  neperusa cocrapisiomeii  apyx
YKQ3aHHBbIX saBUCUMOCTeT] HaXoouTes B IlHTprBaJiG
0T 3 110 6 Mopdprem.

Cern HYX(HA nas ocoboro pexcma,
npeuno.narammem 3allaHue (1)11KCMP()B&HH(')1‘I.) KUPHH
u nonyxeHite Beero Marepuasa 1o scem dmpmy.qam.
UPeRYCMOTPEHHBIM CeTHID, 3aTem Ha AToM Kopnyce
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0TMeYaeTCs OTPULATENLHBIA MaTepuas U BBIBOAUTCH
MOJICYKUTENLHEIA PUCYHOK MAHHOTO KOPHA Ha KaHBE
ceTH, CAy)alMii MaTepuaJioM XIJA TocjefyrOLIero
3Tana aHaJu3a, COCTOALUEIO B:CPAaBHEHMM pUCYHKOB
pasHbIX KopHeil M KJIaccupMKauMy ux mo cxoACTBY-
paag::: . ABJAETCA  CaMOMOAOGHOM pexypCHUBHOM
cTpykrypoit. Eaununeii nopoxaenus asnsercd uuk‘::é
TOMKJEeCTBEHHBIA BCell COBOKYNHoOCTH nopomnaromun
BO3MOXKHOCTEN CeTM Ha OAHOM Iare JAepuBall Ba{
Iluxa cocrout U3 HavanwHoro (npu asmKeHUH cn:"x
HampaBo) 4JIeHa, KOHeyHoro unesa M M cpen i
yneHoB (M uaMenserca or 0 #o 6ecxoneq}f(lch'rl'lvf{: 3
KQKIBLIM LIMKJIOM yBeJuuuBasick Ha 1; T.e. M:= 01‘0_-
Pebpo rpacda cumBonMaupyer cBs3b npoquon;HMx
MOTOMKA C TIPOM3BOAALMM-PoAuTeneM. ¥ Kpa =
WIEHOB LMKJAa TaKad CBASh OAHa (B pe3yJbT iy
npedukcammy mim cybduxcammm). Y cpenHux - Abe:
B peaysbTaTe npeduxcauun u cyddurcalmn. ey
Ecoim  Bce  yamsl  ceTM  NoCJaeR0BaTEN
NpOHyMepoBaTL CBepXy BHM3 U CJleBa Han[:‘aao, e':s
paccrosHue MeXRY  [POM3BONHEIM ek i
npoussoaAmM(u) paBHa i (HoMepy umc.nB gl
mepuBaumMyu) - [JIA  HadaJbHBIX “LIEHO Tl
(npedurcamma), i+1 - R KOHEYHBIX - YJIeH ‘-[I;IQHOB
(cyddurcauma) u -i+1 u 1 - AAA CpeAHMX
u"l;‘n;a;}iunbx (nauaybHBIE M KOHEUHbIE ‘lJlleth) uuzmn:
BeruMcasoTes no gopmyde Fi=Fi-1 + (Fi-1 - Fi-2)
1 ¢ FO=1, F1=2 - anA Ha4aJbHOTO WieHa LMKJAa U C
F0=1, F1=3 - AnA KOHEe4YHOro 4YJeHa LMKJa.
TlockosbKY KaxAbli HoMep ofo3Hadaer y3eJ CeTH
MOPOYKAEHUA CJIOB, TO JJIA KaXXIOro HOMEpa MOXMKHO
BLIYMCIIUTD HOMep ero npousao,uﬁuier;
(mpousBogAmx) mo ¢opmyne R (ponme_.nb) 1 ;) 1
(noTomok) - i (Homep 1uara AepuBaLMy .;lum(civé) ;
ANA Ha4aJIBHOTO 4JIeHa (N), R2 = P - (i+1) R
R2=P-(i+1); R1=P-i - nna cpeRuuXxX 4JIeHOB.

Craryc uneHa (HadajbHBIN, CpPeXHMI, KOHeYHBI) -

onpezensercs mo copmyne Ni <= Pi >= Kll;u;
rpaHuubl  MHTepBaja (Ha4yaJlbHBWE M KOHeY “
YJeHbl), ONpeleNAIOTCA Mo dopmyne, NpPUBENEHHO
anII/II(: OMMCAHHONM MOAeAM TIOPOMAECHUA CJOBA C
HeoOXoAy¥MOCTBIO BO3HMKaeT IpobleMa TOMKAECTBa
cJyoBa. IIpuMMeHMTENBHO K HalleMy Cly4aio OHa uwltlee'r
IBa acriekta: ¢opManbHbLIi M reHernueckuit. Ilpu
dopmaabHOM noaxoxae YYUTHIBAETCH TOJIBK:
TOMAEeCTBO MopdeMHOro cocraBa CcJoBa -

OTBJIEYEHMM OT UCTopuu ero mnopoxkpenna Ilpu
TeHeTUYeCKOM nopxoxne YUMTHIBaETCA
nocNeloBaTe/NLHOCTb, B  KOTOPO/  NMPOMCXOAUJIO
npupamenne agpdukcos, yuUMTHIBaeTCA Bnc’rop;iua
NOpOoMAeHNA JaHHOro MopdeMHoro coctapa. Bropo
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TIOAXOA 'cofAepKaTeNLHo Ooraye, U €ro HesecoobpasHo
epIKaTh.

ya 'gorna TOXKZeCTBO cjoBa OyJneT aanaaa'r_bcaﬂons
TOJLKO TOMIECTBOM ero mopdreMHOTO cncTaB;,

ero reHeTH4eCcKo’ ucropuen, ucropme He;:;
nopoxicnerusi,. C yuerom  MCTOPHMHM nopom;::z -
KaX OB Hekpaiinuit yasen cetu rnpencraBifaer o
COBOKYITHOCTh CJIOBOOOGpasoBaTeJIbHBIX OMOHMMOB. £y
KaxIOM  'TaKOM yaae OKaXkeTcA c'rom;'Ix
¢NoB006Pa30BATENIEHBIX OMOHMMOB, CKOJIBKO paax;3 -
myTei BeAyr K HEMY OT BeplUMHBI rpad):!; o
Kpatuue YJeHbl ceTn bynyT ume M
c/10B006pa3oBaTeNbHbIX OMOHHMOB, MOCKOJBKY -
BefleT JIMIUL OXMH NyThk. MakcumaJbHO UMCHIO YT "
HabiofaeTcA y CpefiHero 4jeHa IMKJA, €CH IHACH

Y3JI0B B LMKJIe HeYeTHOe, UIM y ABYX CpeAHUX Ty‘/a.uo:l
LMKJA, ecay 4YMCJIO Y3JIOB B LIMKJe 4deTHoe. laku

oGpaaom, KONMUYECTBO cnoaooGpaaoaaTenhHH;;
OMOEMMOB B  ceTM  ofjamaer  LEHTPaNbHO
CUMMeTpUeli.

IlpaBuJsia noAcyeTa YUCI2 OMOHUMOB B y3Jax ce’rx
TaKxe peKypcuBHEL JnA cpemumx HIeHO0B u.vima [(l)-il-!n
MOryT OBITH BbIpa’XeHsl cbppmy.noﬁ. i {1"n e
(1+n)..)}, npu n:=n+1, rme i - MOPARKOBBUE H 5
IMKaa, 1 - dYMCJO0 OMOHMMOB Y~ WJEHa LIMKJA,
HaXOAAINEroca cJieBa; n - nepemeﬁua:é
BO3pacTalOiad Ha eNMHULY Ha KaMAOM a”u::e'r
nepuBaumu (¢ KaXABIM LuKIoM). PopMysa OTp
TONBKO JIEBYIO TNOJIOBMHY LMKJA, MOCKOJMLKY BTOpas
MOJIOBYHA ABJIETCA ee 3ePKaJIbHbIM OTPa’KeHUeM.

C copep:aTeJbHOM CTOPOHBI HeGesbIHTepeceH
BLIBOA, 4TO MopdeMHol c'rpywrypoﬁ: TPU NpPUCTABKU
- KopeHb - TpU cydp¢uKCa - OKOHYaHME MOTyT
obnagats 10 cnonooﬁpaaosa’rem:umx OMOHMMOB.

PaaymeeTcd, 3To He  3HaYuT, WYTO  Bce
TeopeTU4ecKHe BO3MOJKHOCTH DeasiM3yIOTCA B pewH,
HO caM BLIBOA O HAaIMYMM  TaKkoro icja
BO3MOXKHOCTe!l IpeACTaBIAASTCA  HETPUBMAJBHEIM,
MOBOJIAA [MOCTaBUTL Bompoc 00 ' MceienoBaHMM
cyoBoobpa3oBaTeNbHON OMOHMMUM Ha

MTUAJILHO HOB OCHOBY.
np’g":{zc'ronmee Bpem AaHHaA IporpaMMa ABJAETCS
McCaIe/IoBaTeNIbCKOl. Bmecte ¢ Tem oHa obnanaer
3HAYUTENbHBIM AUAAKTHYECKUM NOTEHLMAJIOM,
KOTOpLIt MOXKET GLITB PACKPHIT C MOMOIILIO y4eOHbIX
rporpaMM, AJA KOTOPBIX CO3ZAETCA XOPOLIass OCHOBA.

Linquistic Substantuation of '
Programming Synthesis of Word (Using
Data of Russian)

Kretov A.A,Voronina LE.
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Topical paper,

AREA: Systemic correlations between language features

Summary: '

The aim of the present paper is to discuss
obtained from inter-level search for Pearson
of adjectival characteristics in the English language. Basic
for the present fragment of adjectival  stydies are
semantic, extra-derivational and chronological
characteristics. The discussion is given in a semantic
perspective, i.c. the focus is on the correlations of semantic

characteristics with the other two categories of properties,

the results
correlations

The material under research is confined to a 10%
random sampling from the population of A.8.Hornby's
Advanced Learner's Dictionary totalling 720 adjectival
stems, ;

The semantic characteristics are represented at the level
of energic, informational and ontological classes of meaning,
These classes have been pioneered by Prof, Georgiy G.
Silnitsky (3,45 - 46) for the Verb, They are now being
applied to  the Adjective (2,34 -35) both on the basis of
empirical data and theoretical postulates on the Verb and
Adjective similarition (4;5,6;7). '

The energic class  (ENERG) embraces  the
following characteristics: physical (black,  hot, wet),
physiological (anaemic, hungry, sick),  structural and
formal (dense, fluffy, square), spacial and dinamic (big,
quick, wide).

Inside the informational class (INF) we single out

characteristics: emotional and psychic (angry, dreamy,
sad), volitional (desirous, cager, - reluctant),
communication (argumentative; informative, talkative),

intellectual (clever, expert, stupid), semiotic (alphabetic,

linguistic, readable), sensory (perceptible, sensory,
tangible).

The ontological class (ONT) * includes the following
characteristics: social and ethnic (American, ethnic,

Tural), evaluative (awful, fine, useful), existential (alive,
dead, extinct), quantitative (abundant, numerous,  scanty),
possessive (deprived, own, tenacious), temporal (annual,
daily, late},'ahslract-qualirying (abstract, special, usual),

The derivational characteristics  include generalized
Parameters, reflacting both the mere fact  of ‘“extra-
adjectival" word-formation and its means (with certain

called " omitted-stage",  confixal derivative (be =lat=ed,
e=long=ate, remorseful=ly, un=remorseful), COMP - ga
composite stem formed (partially) by the given adjective
(bitter- sweet, blue-eyed, fair-haired),[CONV - 4 stem
entering "conversion" with the given * adjectival  stem
(ceremonial a,n; clear a,v; collective an), [N - g
substantive derivative (absurd=ity, brav=ery, cruel=ty);
[V.- a verbal  derivative (en=feeble, en=large,
modern=ize); {A - an adjectival  derivative (huge=ous,
green=ish,  ir=relevant);[ADV - an adverbial derivative
(angri=ly, bold=ly, wild=ly); a derivative with: AFG - 3
Germanic affix (dark=le, green=ling, light=ness), ‘AFR - 3
Romanic affix (comparativ=ist, in=convincible, linear-ity),
AFGR - a  Greek affix (concret-ize, huge=ous,
immortal=ize). ;

The chronological characteristics are given in terms of
the basic periods in the English language history: NE -
New English (ascorbic, phonic, republican), ME - Middle
El;glish (auburn, ready, safe), OE - Old English (dark, foul,
red).

Each of the above-mentioned characteristics is correlated
in couples with characteristics of different classes by
means of Pearson's correlation analysis procedure. The total
number of correlation coefficients computed is 93.

Atthe level of reliability 95% which s considered
sufficient for Iar_uguage studies (1,52 -53) we assume relevant
the coefficients obeying the condition Rxy |1,9601|. For the
present paper the  relevance level is set at ).07]. Of all
the coefficients obtaineq 60 (64,5%) have proved to be
relevant, '

The relevant correlation coefficients are demonstrated

in the (able. Statistically ijrrelevant correlations are
represented by a dash, F

Table 1.

The correlation of the semantic, derivational and chronological characteristics

ENERG INF ONT NE ME
[DER =17 ik O.B

08 .15 9]
[AFF S 6 a0 g6 s
|PREF -16 - 08 .19 28 ..
[SUF -4 A9 3 L3 6
[PREF/SUF -5 - - -20 28 .
CoMP - . - =23 00 37
CONV - R A T TR
N -12 - 0 .22 27 .
v . -07 - =17 03 14
{a -09 - - =16 22 .16
{ADV -2 8 07 .8
[AFG -19 . A T S,
{AFR 21 07 s AS -1t
[AFGR . -09 - - s
NE 0 . -
ME -08 - 08

Particularization of the dominant

affixal type). In the sum

:otal the present rescarch embraces the following sct of
Cxtraderivational" characteristic ‘any derivative of the
31ch adjective ([DER) (bitter=ness, black=ish, brave
&dj_.- brave v, un=kind);JAFF- affixai derivative
(&rl_lhnlalical=ly, be=dim, im=possible);[PREF - prefixal
derfvalive (ab=normal, dis=able, em=bitter),[SUF- suffixal
derivative  (abnormal =ity, cautious=ly, Irish=ize);

[PREF/SUF - a prefixal as well as suffixal derivative, or so

E - -10 -

The tabulated  statistics make it possible to see the
pf:culiarities of system generating connections relative to
different characteristics of a certain language level as well
as to each of the language levels on the whole,

The energic class s negatively  correlated with the
gene_ral derivational characteristic and such
manifistations  of Cxtra-adjectival word-formation  ag
affixation | prefixation suffixation, prefixation and
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suffixation as a conjoint characteristic ; derivation of the
noun, of the adjective of the adverb, with a Germanic affix ,
with a Romanic affix. A ncgaiive correlation is also
observed between this scmantic class and Middle English
period (ME). The only positive correlation of the energic
class is that with the New English period.

Thus, from a  gencral  systemic  viewpoint the
energic adjectives are characterized by a relative lorv
word-formation activity and  a certain “attachment" of this
layer of adjectival semantics to New English stems.

" The informational class is positively correlated with
extraderivational  characteristics , and negatively with
CONV,[N, [ADV, AFR, AFGK,as well as with the
chronological characteristic OE. In other words this class is
positively correlated with the phenomenon of extra-
adjectival word-formation per se and with a number of its
more concrete manifestations, in particular, with affixation,
suffixation, derivation of the Adverb. In the meantime
the informational adjectives turned out 10 be more
selective with regard to extraderivation; alongside with
the above-mentioned positive —correlation they ‘"repel”
conversion derivative of the Verb , Romanic and  Greek
affixes. Worth mentioning is also the negative correlation of
the informational class with Old English.

The ontological class is positively correlated with DER,
[AFF, [PREF, [SUF, CONV, [N, [ADV, AFR and ME
chronological feature. No negative correlations have been
obtained for the given semantic class Thus, the
ontological ~ adjectives are highly "disposed" to form
derivatives, the  conclusion  being confirmed by only
positive correlations (on contrary to the other two semantic
classes) with a member  of extraderivational
characteristics. :

It is also noteworthy that from a  chronological
viewpoint the ontological class is positively correlated with
the Middle English period, thus being a kind of a
weorrelational antonym" to the energic adjectives in this
respect. :

Conclusions

1. The energic class is rather clearly opposed to
"non-cnergic" classes from the viewpoint of extra-
derivational as well as, chronological characteristics; it is
characterized by negative correlations with extraderivation
and the Middle English period. (See the positive relevant
correlations  or  non-relevant correlations of  the
informational  and ontological meaning with the same
characteristics of the other levels).

2. The "non-energic” adjectives, homogenous with
respect to the [DER characteristic (the fact of derivation per
sc) is at the same time¢ characterized by differential
propertics  at  the boundary of informational and
onlological meanings. (Sce corrclations with CONV,
[PREF, [N, [V, AFR, AFGR, ME, OE).

3 The obtaincd Pearson cocflicients are individual for
each semantic class  whereby  correctngss  of  this
semantic classification for the Adjective has been confirmed.

4. The most dclinitc corrclational boundary is to be
drawn between the energic and onlological classes that
(cstifics to their considerable "diagnostic” position in the
framework of intcrlcvel connections of the language system
clements.

Corrclations  between cxtraderivational and
chronological characteristics arc of subsidiary significance
for this othcrwise "scmanticentric” paper.  However,  we
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. greater chronological determinedness

wish (o point out to a quantitative confirmation of lesser
word-formation "branching" of New English Adjectives (
See negative correlations of the NE characteristic with  a
majority of extraderivational characteristics) and
greater word-formation “involvement” of Middle English
and Old English adjectives. At the same time there are good
grounds for emphasizing the greatest word-formation
relevance of the ME period which is characterized by
positive correlations with all the extraderivational features,
except AFGR.

The obtained data also make it possible to assume a
of word-formation
phenomena in comparison with semantic ones. This
assumption is based on greater "density" and higher
absolute  value of relevant correlations observed for
chronological characteristics.
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Koppenau/mx MeX/(y CeMaHTHYEeCKUMH,

. nepnnauuonnbp\m u xpor»xo.norpqecxmmu
XapaRTEpMCTPIK_&}MH aHTJIMCKUX
npujaraTenbHbBIX.
Kysbpmun JI

Pezriome:
Tenslo HacToAlel pabGoThl ABJAsETCH oOCyKAeHUE
pe3yJbTaTOB, TIOJIyYEHHBIX OT MeXXYpOBHEeBOI0
uccnenonanua  Koppensumit  Ilupcona — MexAy
XapaKTepUCTMKAMM AHINMIACKMX TNpuiaraTebHbX.

Bagoit AJIA HACTOALUEIO M3YHeHMA MpPUJaraTeJbHbBIX

ABNAIOTCH CeMaHTUYecKue, JepUBaLMOHHbIE "
XpOHOJIOPTMUECKMe  XapakTepucruku, ObcyosjeHue
JaeTcA B CeMaHTHM4ecKoi repcnexTuse, T&

KOHLEHTpUPYETCA Ha KOPpeJAINK ceMaHanecKWx
XapaKTeprMCcTHK ¢ APYTUMMU KaTeropyuaMM CBOMCTB.

Clio; i
by nary allows of a comparison of the results obtained
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AREA: Quantititive analysis of English synon)"ms
. Diachronical Aspect.

Chronological diachronical features characterize verbs
from the origin in the Old English (OE), Middle English
(ME) or New English (NE)  periods. Etymological
characteristics  are represented by the Roman (ROM)
German (GERM) or Greck (GR) origin of the verbal oo,
and aﬂ_ixes. In the table given below and hereafter irrelevant
coefficients are marked by a dash,

Summary:
English synonymic verbs are consi i

: ( dered in d
th?r mqrphologlcal structure,  derivative cp‘c::fi::;?lon
po ys;:ll:l:':c §tmctur?, quality of initial vowel and mmb?rllgé
use wit mdlmr_:t object, with object clause, with seco da
predicate and with adverbial modificator. o

According to the criterion of the

| abse

gpef:f semantic correlations between vedr:e;fgr;gl::tgd
nglish they can be divided into three classes. Af the ﬁrs{

stage of classification we distinguish between sema

Table 1.
Diachronical characteristics of synonymous and isolated verbs

"Oot‘l,‘necicd" and "isolated" verbs. fiscally - Synonym. Isolated
with ‘::gase: l:c:smntmuy connected if they are corrclated ~ ME 24 2
G ' in l!lelr lexicographical ~ definitions i 4 -.?
"week" verbs:‘ in their turn, are subdivided into :; Rom.root =
ona and ah's!l:'ong" mbgroup The first includes Germ.root : B
dicﬁomn ous which are registered in at least one of the = 9Tk o 2
e arll;s of synonyms: Crabb's English synonyms., New- g::? 2 'lg

46 or Webster's Dictionary of synonyms,  Greckafix .11 | E

Springfield, Mass., 1973 The verbs of the second subgroup

are mot registered in any of the dictionaries C ions:
; : of Conclusions: 1. Synonymous i
moﬁg : m‘;c-llh edmo ;ﬁﬁedlg;n the Concise Oxford characterized respec)l,ivel: by aan:re‘;::‘?guverb&idze
EEs e cim e B dcfﬁ through other isolated  English and New English origin. ’ )
Wnymmanm it. ined verb, but not exactly gt 2. The etymological characteristics of
. are
iso]:lte}dm:e otl;lser v:orbs r:::t !hf;: lang[aage are isolated. . Thus, 3{“%;2"3&"‘:&3"‘:0?;0“(‘:: :’:’rt:,‘al oo
it b aﬁzm in d;:-w above mentioned  affixes is the most diagnostic. A Grfg’k ToOt roof:i al;d
g are defined in the Concise correlates with isolated verbs, i i
e B manlically equivalent verbs, but 4. Roman affixes have
(hm-r'hlgehpmlpa : h::m;_‘ ) i ‘ correlation with verbal synonymy .
and isolated verbspeas sils ) sﬁ:}:::t cﬁﬁ;ﬁ sg;t:;{lmo;lm affixes is the | " The German .etymology of roots and
relevant correlations with characteristics of the follo::gn; . i |

positive

language levels:
1.-Diachroni . . ‘ 2. Semani
et?mO!ogiea]o::;]a!e;e:s-subdmm into chronological and According to  semantic tlcl :;\lzpnict _py
2 Semantical; _ semanti types professor G.Silnitsky [1) verbal meanin . 1 e b
monosemy/polysemy; of ‘vetbs, verbal three types: Encrgctical (ENERG) lﬁom;ﬁmedm.m
3. "Introbasal® ) i Ontological (ONT). s ona ),
limits of‘" thevesra;alf,:mf’m"mcs, Tepresented within the our study is ‘h?om?msemnm feature considered in
4. "Extrabasal" se. morphological and phonetic; onosemy and polysemy.
Syntactical, characteristics:  derivational and Table 2.

ical . Semantic characteristics Synonymous A
Statistical connections between verbal characteristics are = TSl

erm
milsned by means of the method of corrclational  ENERG o leolated
I.llmy0| sarea earson's criterion). Coefficients not less than INF 129l o
considered to be relevant. Positive and negative Nl 13 18

-15

Correlations were established lonosemy
. on a5 per
Selection of verbs from the Advanced Lear?;r'scetl;tict(;ﬁan:fye . J e - “

curre i
Nt English by A.S.Homby, R.V.Catenby, Conclusions: 1. 'Isolated

H Wak verbs
vakefield, London, 1958 (309 verbs). The choice of this are mainly characterized by

the Energetical type of meaning and monosemy;

% complex study of the English verb enacted on the
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2. Synonymous verbs are characterized by
Informational and Ontological types of meanings and

polysemy.

3. Infrobasal Characteristics.
The following verbal features are cosidered herf::
morphological introbasal structure (polyn‘mrpl_m'nyulz
and derivational structure ), phonetic characteristics (initia

labic structure).
vowel and monosy! ) s Y

Introbasal characteristics of synonyms and isolated verbs

Synonym Isolated

Polymorph. 16 -.

Prefix 16 :

Suffix o i

Derivation -14 o
Polymorph.+ Nonderivation .30

-.10

Initial Vowel .11 i

Monosytlabism -12

Conclusions: 1. Synonymous verbs are charagterized by
positive correlations with a poly.morphemlc strucl_ure
(especially with prefixation), nonderivaton, polysyllabism

nd an initial vowel.
’ 2. Isolated verbs have no relevant

morphological characteristics and are phonetically.
characterized by monosyllabism and an _mlt'lal consonant.

Thus, synonymous verbs are characterized by a more
complex, isolated verbs - by a simpler formal structure. _On
the other hand, synonymous verbs tend to a nondcfw.ed
structure, The combination of these twq c!\araqtensllcs
(polymorphemic  structure  and nonderivation) is thg
main introbasal characteristic of synonymous verbs, as
is proved by the highest coefficient of correlation.

4. Extrabasal Characteristics. .

The following extrabasal verbal characterisuf:s 'afe
represented in Table 4: extraverb'al derivation,
derivational prefix and suffix, morphological clas§ ot" the
derived forms (verb, noun, adjective) -  derivational
extrabasal  characteristics;  transitivity . V1),
compatibility with an object clause (CL) and inderect
object (Oi), a secondary predicate (2-nd PRED). a'nd an
adverbial modifire (MOD) - syntactic characteristics.
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Table 4.

Extrabasal characteristics of synonymous and isolated vgrbs

Isolated

Synonym, .26
Extrabasal Derivation .26 J
Deriv.Preiix 8 m—
Deriv.Suffix 29 ‘
Derived Verb N =
Derived Noun 26 _ :20
Derived Adjective 20 .
VT y -
Oi 22 ll;
Cl .14 : T
2-nd Pred 12 i
Mod. -

Conclusions: 1. Synonymous verbs are characterized by
i aried extrabasal valency.

" ieiknend mO;ta ‘I,n the derivational sphere the most
characteristic  feature of synonymous verbs is the suffixal
derivation of nouns and adjectives.

3..On the syntactic level synonymous verbs
are characterized by a heightened compatibi!ity with an
inderect object, an object clause and a 2-nd predn@te.

4. Isolated verbs are characterized by a
reduced extraverbal derivational and syntactic valency.
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CucremaTuiyeckne XapaKTepPUCTUKH
AHIMMICKMX CMHOHMMMYECKHUX TJIAaroJoB.

Jankosa U.
Pesziome:
PaccMaTpMBalOTCA  3aBMCUMOCTH CHHOHUMUECKUX
IJIaTOJIOB aHIJIMPICKOrO A3LIKA OT MX Mopq)gmuoﬁ
CTPYKTYpBI, J[epMBALIMOHHOMR  CNOXHOCTH, “MCIa
CJIOrOB, KadecTBa HavaJibHOM IJIacHOM, coYeTaeMOCTH
¢ HenpaMmbiM  0GBEKTOM, C  HONOJHUTEJILHLIM
MPUAATOYKEIM, BTOPUYHBIM npeauKaToM u
agBepGuasbHbLIM MomMbUKATOPOM.
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Summary:

Generalyzed form  of fractal presentation of Natural
Language and genetic code texts is suggested.
applications of it are discussed.

Some

Last decade there are being made intensive attempts to
demonstrate the unity of semiotico-linguistic regularities of
texts in natural languages and genelic code | Makovsky,
1992;  Solovyov, Koroley, Lim, 1992, Jeflrcy, 1990;
Solovyov, Korolev, Tumanjan, Lim, 1991 Korolev,
Solovyov, Tumanjan, 1992 Ratner, 1993.] . However, the
formal criteria for this way of studying the languages of
genom are not sufficiantely developed. In our investigations
[ Garjaev, 1993; Garjaev, Vasiliev, Beresin, 1991-1992:
Garjaev, Chudin, Komissarov, Berezin, Vasilicy, 1991:
Garjaev, Gorelik, Moiscenko, Poponin, Chudin,
Shtsheglov, 1992: Garjacv, Grigoriev, Vasiliev, Poponin,
Shtsheglov, 1992: Agaltsov, Garjacv, Gorelik, Shisheglov,
1993; Trubnikov, Garjaev, 1993 ] we have shown that there
arc different language  sustems and subsustems used
within the apparatus of heredity of highest biosystems
including man. Genom works like a gencrator of imaginary-
simbolic structures of physical and informational levels
managing the structure of biosystem. The important part of
work of chromosomes is the realisation of DNA commands
of the kind of speech setting the strategy of metabolism,
IU's not excepled that approaches of the kind would be useful
also for analysis of social-genetic regularitics, because the
human society could be considered as a macroorganism in
which the functions of supergenetic ‘molecule’ are fulfiled
by the speech and notional formations. In  this aspect
methods of fractal presentation of DNA sequences gains a
special interest in comparison to the same view over the
speech sequences in natural languages. Exactly this problem
presents the object of the work.

It's possible to approach the analysis of genetic tex(s and
lexts in natural languages from the point of there fractal
Tepresentation, the so called CGR-presentation of Ia nguages.
Particularly there was suggested  the method of compact
and obvious graphic representation of nucleotidic DNA
Sequences - Chaos Game Representation (CGR) [ Ileftrey,
1990 . The procedure of building this representation is
described as followes : all the bases are considered to be the
points of the square; the first base of sequence is
fepresented by the point of the middle of segment; every
Next base is represented by the point lying on the middle of
the segment wich connects the previous point with the
corresponding apex of the square,

The main properties of CGR are shortly formulated as
following; '

Property 1. Every sequence has the only CGR. Different
Scquences have different representations.

Property 2. For any point of the square it's possible to
indicate the sequence the last point of representation of
which will be on any short distance fixed beforehand.

Property 3. Let's consider the totality of representations
of all possible sequences of the alphabet (A,T,G,C). This
totality is a self-similar set with the dimensions of
similarity d=2 :

d=-InN/lnrN)=-1n4/In(1/2) =2,

where:

N - number of diminished copies of the square which it is
covered with,

I(N) - coefficient of scaling smaller than 1, ie. this
set “fills all the square” (like a curve of Peano that also has
the fractal dimensions equal to 2).

We could propose the better worked out variant of
CGR for the languages wilh any number of symbols in
alphabet, the variant free of defects of representations
discribed in items a),b) and satisfying the characteristics 1-3.
This approach generalizes the representation used in work
[Jeffrey, 1990]. At first, we describe it for the case of the
nucleotidic alphabet of symbols,

We divide the square into subsquares (in our case they
arc 4), then we put the symbols A, T,G.C of the alphabet in
correspondence 1o each of the subsquares. Each of the
Quarters is similar (o the square paper, that's why il's
possible to reflect it into any of it's quarters by parallel
lransfer and scaling with the coefficient r=1/2. This is the
one to-one reflection. The centre of the square represents the
so-called "empty’ chain of symbols. The reflection of the
graphic representation of (he previous symbol is a graphic
representation of the given symbol;  particularly the
Fepresentation of the first will be represented by reflection of
the centre.

It's obvious that in the case of the 4-symbol alphabey this
algorithm causes the same result as the algorithm used in
{Jeflrey, 1990).

If we change the coefficient of scaling (for example:
r=1/6) and accordingly the number of the diminished copies
of the square that cover it ('in given case they are 36 ) we
manage 1o receive the graphic representation  of the texts,
for example, in Russian pulting any of subsquares in
correspondence 1o every of 33 letters of Russian alphabet,
Every next symbol, as carlier, determines the transfer into
corresponding  subsquares; the reflection of the graphic
representation of this symbol.

In the works of the biologists [Solovyov, Koroliey,
Tumanjan, Lim, 199]: Korolev. Solovyov, Tumanjan,
1992] it was proposed to use CGR in search of the functional
parts of DNA. In accordance with every known family of
genes there is being built the recognizing matrix, according
o' the terminology of the authors, ‘the mask of the fractal
representation of the set' (the mask of FRS). To find the
measure of closeness of the given nucleotidic sequence and
the family of sequences it is proposed some measure of
likeness that uses the mask of FRS, As it's affirmed in these
works the method of masks has the esscntial merils such as
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i number of operations depends linearly =
:g:;lelnz s(equence being recognized). The results recelt‘l/‘:
by means of this method are also described. We suppose p
the method of masks could be found useful in lmg.ulstn:sral
well: especially for searching the closencss of texts in natu
lanlg-‘l;:g:;umple, the following way of using the CdC:Ra'r:
linguistics could be proposed: symbols, but not words,
put in correspondence to the subsquares.

After we put the English auxiliary words “in", "on”,

" i f the square,
*of* and "the® in correspondence to 4 pansc‘; .
we receive the CGR-reflection of the At;xt INTEL 38
PROGRAMMER'S REFRENCE MANUAL'. )
If the chosen features of the analysed :te:eu (;t;:;?:lof ;::
English auxiliary words) belong to A
in';glmali\re ones for characterizing the structure of English

r
texts, the received fractal slructurf.s <:oul<’i(ts bei::senﬁ;lmt;l
distinction-identification  of various te P
languages in different aspects .(tl}emauc, >
Experimental work on this point is in progress.

CTOB
PdpaKTaNbHOE NpeAcTaBJleHNE TEK i
eCTeCTBEHHOIo A3LIKA ¥ TeHeTUYECK!
Koza

M.JO.Macunos, ILIL.Tapsen

Pesiome:
INpennoxena oboGutennan dopma q>pax1;a:::;wr:
NPERCTABJIEHUA TEKCTOB  €CTEeCTBEHOro # i
reHeruyeckoro Koya. OOGcykpalorcAa  HeK

NPUJIOXKEHUA 3TOro NMoAXoxna.
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Project note

AREA: Computer Modeling of Language

Summary:

Programme  allows to analyse textual frequency
data and make comparrison them with theoretical
formulae and providing different ways of selecting
parameters,

The pattern  is  intended for drawing
dependencies of the kind “rank-frequency” in the
display of personal computer XT/AT. The
programme can;

1) to draw empiric frequency figures “rank-
frequency” in given scale and to compare
directly them for different texts and selections;

2) to select parameters of theoretical pattern in
different variants of selection;

3) to draw theoretical graphics in the same
scale as empirical graphics;

4) to carry out theoretical predictions to any
other size of a text or a selection;

5) to compare frequency structures of texts of
different size with the help of this predictions

(what is usually impossible without theoretical
pattern.)

Besides, there is a show part of the programme,
which illustrates the peculiarities of theoretical
formulae and shows different ways of comparison
them with the empirical data and different ways
of selecting paramicters . It is also possible to make
a special editorship of pictures  for the
black-and-white printing.

During selecting parameters it is possible to
take into account some peculiarities of frequency
structure of texts in Georgian.

Hunamuka wacTorHOl CTPYKTYpPBI
(Tpachuueckas KOMIbIOTEePHa s

MozeJs)
Opaos I0. K.
Pesiome:
HNporpamma  noasosnser aHaNMsUpoBaTHL

TEKCTOBBIE vacToTHBle NauHmle, CpaBHMBATE
HX C TeOPeTUYeCKuMMU AAHHBIMK, nOAGMpaTh
napameTpsi
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currents of an object and its surrounding takes place. Itisa
reflection of disaccord between the inner organization .and
exchange potencies of the two counterpy!s, an object;
system and its super-system. The continious absence o
mma accord during some critical period of t.ime leads t:o tltll;e
2 24 iewing Langu suppression of external activity of the object-system by
'Ihcc 0 mre o compadered peoblems OE VIOWG ggle :s : acril\)'ity of a super-system, to the exlusion of an object fr:)hm
unicative classification system. As a e i the interaction. This leads to gradual decay of some of he
of the whole class, Language inherits all “s generie object's inner connections and e!ements and finally - to_lts
features, but also develops some specific ones. oo oo B ihoce objects which are capable o: a dapt'inf
Underst;mding generic and specific features of Language 0 cojvec 0 a s upersystem flm, a :::;car; lpe::: o s':;’:::n “al
its: ion. to change their functional, structu . .
e c?taractergistics, so that the interaction with the envnro:;lmer;t
in linguisti ilibrium- i rting em),
i laims in linguistics about wear,  pecomes equilibrium-harmonious, - supportit
lgmda. i o T G allla k, J. Grimm, W. von preserve their place in the global net of interactions.
et o of it d Te;i'con units and relations 4. One of the inevitable effects of external and internal
ammar and lex ) . . : .
g“’_“bogtdst):lel;s; ?iregrin glottochl’onology) etc. On the other adap(aﬁon of an (.bje.ct to the environment is .ﬂ;e emsoltny’
h:lr:: g there are .m.;my statements about the progress in for its se]f.organ:huu().n’ a;!d ev;]llic_ag!;‘gmpms.vtemnwby
’ H M . - . . com
t rise of its complexity. How do these je a driff in the rection o '
lat:tgeul:eg:;S c:;sot:: with each'other? H both processes are  some natural causes. [t is nwcssary to say that thel ::](a,fptc::::
:'ound in language reality, how do they interact? May be the  of an object to imwm?mem lrs{lesﬁ:?: :,:::n l::nmem -me’
i i i i i nd undirected 3 reflection of significant prope; :
view on their kaleidoscopic (J.Vendries), an i gnifl . O
istori i rrect? To  fuller this reflection is, the larger the margi ‘
character of historical dynamics of langua.g.e is corre ler th e b
i the considerating of cognitive principles of  gbject in fmﬂ.'er possi . vit :
:l‘\" !:fmdl,!i:::iyon :’f language makes it possible to access This leads to inevitable evolutionary increase of s1zel,‘i;z):t\iv:;
pl:cllciil' role an.d relative signiﬁwnce of both these and/or structural comphcauonfot; hs:'neex:)eb;::ts orga i
H . . o \
rocesses in'l ¢ life and volution. in nalur.e_ . The “‘lcrease . ma.s's '
d 2. The tl:os::nig;apinant clement in a cognitive approach o characteristics of ob;ec;t_s lead:anlo euﬁ: tg‘::a;::’i?::::‘.g; t-hlg:;
. is i I classification system.  greater independence from changes in th '
language is its treatment as a m?tura . T . e
ion of natural classification systems is grounded in  way of extensive progressive :
;ll‘ll;enll‘:slu%l:l;i)c manner i.n the ideas of geneml biology (N.A_. evoluﬁona[y cosmic succession (elemntary pan_:.clii' tea':soil:é
Bemshtein, P.K. Anokhin, G. Quastler) and general system  molecule, plam':t, star system, Galaxy) A-m‘m,;,emed e
theo (Gl; Melnikov). line of progressive development in nature is repnd ;
“r\yere .m;\ be disﬁnguished some places in the Universe the proper biological I“a?mmlmlar sys}em: athi‘ ﬁlnhelhe‘
where the interaction between the micm—d’jec‘s (clements) by the proper biongical line of the evolll:u:ln. th: " xs ;:s; =
q re intensive and constant than the adap‘ation is going on not sO muc ) ex]
:x:;“;ﬁ‘::cmo;se;:;: of them WIlh som‘hing from the accumulation of mass-energy %.n"al (“vvil:;'ch gre;vat;:
i i i integral  mentioned above, provides some objects
outside, which enables this part to be come an in prov IR,
obj i ent. The  independence and isolation from the envi ), but
macro-object or a system opposed (o its environm P s b el ixck smm g B
ironment of the system, considered only froml. € the expense of 1 ¢ more : i
ﬂmlot;‘nt‘t’:or::cumms which are in immediate contact with supemr (acl;levcd by accumulation of structu
i r-sysicm. The system interacts dircctly  informational force). Ly, - . :
a .tsyhs!in;’xilsslsai:ui‘ln |:y0pm to il, ma]i?zs its exchlll'lgc Intensive of wo'uuonary dcvelopmn‘l is wss:’ileho:rz
Wl‘ lies ’ - ' within some specific parts of the Universe, w :f p
P°(_;e|:;al ;1nd immediatc cnvironment as a whole potentially  screcned  from the most powe,ﬁ,; cun;nllse s
and actually cxceed any system, as their part, in terms of  environment by some r!atural factors (for ex: p ;)pﬁmum
substantual characteristics (mass and cnergy featurcs of  gyrface 9;- ?I:;‘ncls. n:‘,ke ll;«:: n?;;h}mm“; hzrzc oplines
. , as well as in terms of structural oncs. . combinauon. of the inflow ol he o
[hg“:’::cil:\ll?mcllon between chc'. and cnvironmcnl na and screening of the ha.rd spacc radiation by
. J. Iﬁc cascs can bc a COmplcmcnlary rclalionship. An almosphcric mantle arc prov.ded). . ‘VhiCh -
p'f:i:librium-harmonius kind of intcraction between them 5. The rcs-ulls of‘ su_'uclural ',cnecuo“;cs e
::‘kcs plaoc thc. Morc oﬂcn, howcvcr. dispa"ly bclwccn accu“]ulaled in spoc.al “‘ro"na“on slomb
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biological systems are images. Any image, in spite of its
directness, includes in itself only a part of those
characteristics, whichh are peculiar 1o the original. Le., it
inevitably reflects structural Characteristics not of a single
Prototype object, but of the whole class of objects or class of
object properties, generalizes them, Thig means, that each
image is an abstraction. Constant interaction, comparison of
different primary images, detection of their specific and
coinciding, constant features leads to the formation of new,
progressively more empty abstractions, to (he appearance of
new classes of more general kinds, of objects or more
general properties, or aspects of a Breater number of objects
in nature. This continious classificational activity of living
beings leads to the formation of hierarchucaly organized
subject and aspectual classificational systems, pyramids
of abstractions (G.P. Melnikov) in their reflecting sphere.
The classificational system of any individual is constantly
changes, because any individual "pyramid of abstractions” is
constantly fed with new primary images, new impressions of
an individual experience, The dynamics is a consequence of
the fact that the situations of vital activity are constantly
changing. Individuals also constantly achievely change
their situations. Moreover, they constantly exchange life
experience. Constant changes of individual classificational
systems take place on any level of clasification, - onthe
primary and on those levels which are built above the
primary level. However, the higher the level, the fewer
changes are to take place there, because images on higher
levels are responsible for more stable characteristics of life
situations. Only really revolutionary changes in foundations

of life can to a certain extent change the"ideology" of
individuals, their view of the most general questions. Even

slow, imperceptible, but constant changes in practical life of
members of the socicty, happening in the same direction

from generation to gencration can eventually lead to

noticeable changes on the upper levels of classificational

space,

Upper levels of any classification arc responsible for the
strategy of adaptation of a living being to its environment.
lower ones - for tactics.

6.-The situations of practical vital activity form practical
natural  classificational  systems. The sitations of
communacative vital activity form communicative natural
classificational systems - Languages. Communicative
situations are opposed to practical oncs. Practical situations
arc aimed for getting food, finding cover, running from
beasts and so forth; communicative ones are aimed for the
"transmission" of information for exchange of experience
and opinions, with the partners in communication, (which
can be used later, if necessary, in practical acts of vital
activity). Communicative  situations are interspersed

 practical ones, serve them depend on them. Classifications

claborated in communicative conditions. first of all. consist
of special, communicative abstractions, called meanings. By
theactivation of this kind of images. some practical,
situationally important image (a sense) can be aroused, to
give a hint to the partner on the bars of the resemblance
between meaning and sense. Eventually. "tansmission" can
be achieved with the help of sending some physical objects-
mediators, called  signs  whose images arc also
associativelly connccted with some meanings in  the
communicants' minds,

The conjecture of a recipient. i.c. the successful linding
of the most suitable scnse among those which arc similar

1o meaning ysed, jg possible

; o
search of the senge tak :
narrow senge

common goals o

the basis of the fact that
es place not every where, but in some
SPace,  which is limited by the current
By o f communicans,

ice of (o IS connected by preceding communicative
Pumber of megnjene Of @ given community with some

Nings. There are f; i

As a result, cach sign is ewer signs than

: Polysemantic, at | Y
Therefore it possesses some amount of sema::f::u?::::iar:g
Also,. there are significantly fewer meanings than senses,

That is why every meaning s to g :
can be characterized by gome
(referential) vagueness.

The risc  of new and the fall ot older signs and
meanings, the formation and the constan renovation ot
polysemantic structures of signs is the most fundamental
basis for general historical dynamics of 3 natural language
system, which is analogous in many respects (o the
dynamics of any classification system; it depends, as a
communicative one, on the processes in some practical
classification, but has its specific peculiarities,

7. Regularities of the whole language system dynamics
are most vividly illustrated by the tendencies in  the
historical dynamics of its lexical subsystem.

The lexicon is not only, subsystem which is the most
extensive in the number of units and relations, but it also
represents those "gates" through which a language is open
lo the outside. As well, it is an ultimate source of
grammatical material (morphemes of different kinds) and
grammatical relations. The investigation of the lexicon in
this respect is, in the final analysis, a key point for the
system analysis of language on the whole.

8. Any really new, ie. just born, lexical sign is in
principle monosemantic. In the course of its further
communicative use it can develop a whole set of meanings,
can become polysemantic. New meanings appear because
sometimes a heuristic connection between some meaning of
the word and some sense can consolidate, and the former
sense can recieve the status of a new meaning. of a new
means of hinting at an other extralinguistic sense,

In the course of the process of new meaning appearance,
first, the number of remaining associative valencies of each
maternal meaning decreases. Sccondly. each new meaning,
on the average. will be more abstract than that from which
it was born,

This direction of a sign's semantic quality development
is predetermined by its survival preference. A word able (o
acquire more and, morc abstract meanings gains an

cvolutionary advantage over those words which arc less
able (o do this. The advantage consists in a wider refcrential
spheze of a word with more abstract mcanings. compared
lo the case of a word with the same number of meaning but
less abstract. It provides a word with a greater stability of
existence, greater independence  from varions changes in
the sphere of senses, higher degree of safety. So. the drift
to greater semantic abstractness of a word (and a sign of any
other level in natural human language) is onc of the global
tendencics which onc has to be taken into account while
modelling language system evolution. :

This dircction of qualitative devclopment of word
meanings further  predeicrmines a decrease of activity of
cach conclutive meaning in producing new mcanings from
it. but atthe same time it predetermines a increase of the
stability. (he duration of cxistence  for more  recent
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meanings. Presumably, the first meanings of words are the
most active and unstable. The more recent meanings of
words are the most inactive (until disappearence of this
ability) and the most stable (but not without limit),

9. On the basis of the given ontological model, and
with the introduction of some additional assumptions (for
instance, on the possible law of distribution the initial
abilities of individual words for some level of activity and
stability) the logic of the development of word polysemy
over time (by considering the integral result of the processes
of production and loss of meanings), as well as the
development of its homonymous, syno.nquus,
antonymous, phraseological and other semasnologn_cal
characteristics, the development of its worq-formz.mo‘n
categorical potential can be constructed. Besides, it is
possible to model the development of the lexicon as a whole,
the total lexical population in the course of the lime. In
this case change of correlation in the number: of \.vords. of
different ages, polysemy, categorical and se'maswlogxcal
characteristics can be explained as depending on the
typological status of a language, and also' on broadening or
narrowing of the sense sphere covered by it. y .

10. Some other aspects of the problem are discussed in
Polikarpov, (1993; 1994), Polikarpov, Kurlov, (1994).
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OBOJIIOIMOHHBIE aCNeKThl A3bIKa
KaK eCTeCTBEHHOM KJaccuduKaloHHON
CHCTEMBI

IMonukapnos A.A.

Pesiome:

PaccmaTpuBaloTcA 3BOJIIOUMOHHEIE ITpoGIEMBI,
BCTAOLMe NpU OTHECEHMM HA3LIKA K KJaccy
KOMMYHMKATHUBHBIX €CTeCTBEHHBIX
KJIaccHM(PUKANMOHHBIX CHUCTEM, Onpenenxmcf
OCHOBHEIe OcoGeHHOCTM JII00Ot ecTecTBEHHON
KJac¢cuPUKALMOHHON CHCTEMBI M  BhIREJAIOTCA
BUJAOBBbIE YepThl KOMMYHWKATUBHOMK
Pa3sHOBMAHOCTH 9TOr0 Kxjacca. OJTO ITO3BOJIAET
MORENMPOBATE  3AKOHOMEPHOCTH SBOJIOLUH
cucTeM JaHHOTO BUAA.
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Summary:
Problems of fulfilling of Menzerat Law for units of different
levels in written and oral speech are discussed,

Russian linguist Trediakovsky said that written speech is
a shadow of the oral speech. Of course, it's not true
completely. Modern printed edited speech has many
properties independent of oral speech ones. Still,
sometimes it is possible to trace footprints of some
properties of the oral speech in modern printed texts. It is
especially valuable when the investigated phenomenon is
controlled by the same brain mechanism. A sample of such
a phenomenon is the object of this paper.

Menzerath law  was discovered and described in
experimental phonetics. The formula of its meaning sounds
quite complicated. It means that the length of the
component of a speech segment is a function of the length
of this segment. -

In a simplest form the Menzerath law relation means
decreasing of the speech component length with increasing
of the length the speech segment which it is part of In
more simple words: the more lorig is a speech scgment - the
more it "squeezes” its components.

This form of the Menzerath law is true for describing the
decreasing of the sound or syllable length in long words.

‘It can be demonstrated on a simple picture 1 taken from
[1]. This “shortening” is because of speech
compensation mechanisms which are active in
communication process. Certainly it is an illustration of the
well known more general Zipf law:

L1 (msec):

230
200 3
170 J

1 2 3 4 5 <.L2syllables

Picture 1.. Syllable length L1 (in msec) in
1.2,3,4.5-sylla_ble words (L2)

If the specch segment becomes more and more long the
Picture docs not look so simple. At the beginning the
Speaker "trics” to follow the simple initial rclation. The
Component length becomes cven longer. Then the simple
relation "breaks" and repeats itself on a now level., It
begins to look like on Picture 2:

L1 (msec):
100 *
\
9 \
\ *\
" 80 \ b
t\ t\ L
70 e \
\ ¢ \p
1 5 10 15 <-L2

Picture 2. Sound length L1 (in msec) in the words
containing L2 sounds.

It means that the speaker breaks too long words
mentally in two parts and pronounce them almost scparately,

Let us try to trace the phenomena like this in a
written speech. The speech segments can be paragraphsm
and its component can be a sentence. We will cont the
average sentence length L1 (in words) in one-sentence
paragraphs, then in two-sentence paragraphs etc.

The results are shown on the Picture 3. They were
taken from [2]. The texts were chosen from Brown corpus -
50 it is casy to check them,

Avrg sen length L1 (words):;
40 +

\
\
\ text F19
. \ +
30 \ \
\ \ \
text AQ} \ + +

20 \

> L2
! 2 3 4 5 6 7

Picture 3. Average sentence length L (in words) in
paragraphs containing L2 sentences

We can sce that the sample text  A0) (newspaper) has
short - 1.2.3-sentence paragraphs and so it illustrates the
simplest form of Menzcrath aw. The government document
F19 has morc long paragraphs and shows us the described
above phenomenon of mental paragraph breaking into parts.

We have shown onc more example that the oral speech
phenomena have their shadows in a printed  speech,
Somctimes these shadows are on a different speech level. But
the form of the shadow can be the same - if it is contolled
by the same brain mechanisms,
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. St_ylistic Typology of Texts on the Basis
of Quantitative Analysis of Particular Sources of its Content

Svetlana O. Savchuk '
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Russia

Topical paper
AREA: Quantitative analysis in stylistics”

Summary:

The paper deals with a kind of stylistic analyses
based on a number of substantial parameters
assumed to be closely connected with basic style-
formative factors, which, according to MM.
Bakhtin, are: (1) the speaker's reference to the
subject of speach, (2) to the addressee and (3) to
another one's statements on the same subject.

With the help of the offered method a corpus of
texts belonding to three main styles (scientifie,
rhetorical and fictional) was analysed.

1. The problem of stylistic typology of. texts,
the question of choice of grounds for such a
typology and for a description  of stylistic
differences is far from its complete solution; that is
why the search of the connection between internal,
characteristics  of style and its superficial,
expression of them becomes very actual. This paper
suggests a method of solution of the problem of
stylistic  differentiation using as the criteria
distinguishing styles by a number of parameters,
of texts which directly reflects the influence of
the internal stylistic formative factors and,
therefore, possens an ability to "catch"” essential,
substantial characteristics of style,

2. As  an instrument of revealing stylistic
distinctions may serve a concept of "particular
sources of content” representing the definite sense
positions correlating and coordinating in the process
of creation the discourse, form the general content
of a lext. One can dislinguish three kinds of
particular sourses of content (PSM)(1) "Focus of
allention” is such a subject position, where is
placed the most important component of a given
substantial fragment of discourse, becoming for a
lime the center which grouppes around iself the
rest elements of contents(2) "Pont of view' 1s a
sense position occupied in the =cl of commuinication
by its main participants - speaker and listener.
There are two aspects of this notion: the authors
point of view and the addressee's point of view,
being constructed by the author on the basis of his
concept  of the adressee and his background
knowledge. (3) "Speech center” fixes "author's own"
or "alien”, belonging to another speaker, sense
Position and permits to find oul the speaker's
knowledge of cultural context surrounding the
Subject of speech. The concepl of particular
Sources of conlent is based on works by M.M.
Bakntin.

3. The peculiarity of particular sources of
conlent consists in their ability to change m the
Process  of  discourse formation, By changing
focuses of attention speaker conecentrates listener's

attention at the necessdry elements of contents of
the discourse. In the process of view changing, the
author's point of view alternates with the point of
view of addressee which enables speaker to adapt
his position to the position of listener. Changing
speech centers speaker includes fragments of
another one's statements in his own discourse. This
causes the correlation of different senses within one
‘utterance and enriches it with new overtones.
The changes of particular sourse of content as
communicative actions of speaker, may assume
various language forms. Al present 25 ways of
expressing changes of speech center (SC), 18 ways
of expressing changes of points of view (PV) and
13 - of focus of attention (FA) are known.

4. The particular sources of meaning are
assumed to be closely connected with basic style
formative factors, which, according to
MM.Bakchtin, are “three constitutive moments of
discourse": (1) the speaker's reference to the subject
of speech (focus of altention), (2) the speaker's
reference to the adressee (point of view) and (3) to
another one's slalements of the same subject
(speech center). The process of the alternale
changing of PSC can be enterpreted as a
manifestation  of the essential aspects of style
formation, Language forms, realizing these PSC
changes are considered to be important
characteristics of style,

Thus, the changes of particular sources of
content by which the speaker developes his
general conten!, and the language manitestation of
this changes represent two sides of the indivisible
process of style formation: the internal, substantial
aspects of Lhe process (comp.: "form of content")
and its exlernal, speech aspecl. Hence, it is natural
lo suppose thal the analysis of PSC changes may be
used for the purposes of stylistic typology of
texts.

5. The verification of diagnostic abilities  of
PSC was carried out using the material of 45
extracts of 250 400 word usages (the entire co pus
contains more thin 14 thousand tuken from  fexts
belonging to different genres of three main styles
(scientifie, rhetorical and fictional). It should be
mentioned that qualitative variety of lexts was also
taken into account, Se, the analysed corpus includes
not only the texts writlen by “masters of style”,
which could be “"patten” texis, but cantains the
texts, "unsuccessful” in stylistic respect,

Al the first stage of the analysis each text was
described by means of PSC changes the borders
where these changes occured were marked and
the ways means of language lingual realization of
these changes hade been studied. Al the second
step  the results of the stylistic analysis were
oblatned with the help of a number of quantitalive
and qualitative paramelers. These parameters are:

(1} Total number of word oceurences in the
lext; volume of the text - Vi), 201




(2) Total number of PSC changes in the text
(Npsc).

(3) Average pumber of PSC changes in a unit of
the, text volume in 100 words, which 18
calculated by formula: (Npse/V1)*100. Standard

(4) The number of changes of each kind of psC
(focus of attention, point of view, speech center) in
a unit of standard text volume (100 words).

(5) Correlation of different kinds of PSM
changes; it is calculated in percents of total
number of PSC occurences in the texl, which is
taken as 100%.

(8) Periodicity of PSC changes, which shows
how often any kind of PSC occure; it is calculated
by formula: Vt/ Npsc

(7) Periodicity of separate changes of each kind
of PSC (FA, PV, SC).

(8) Correlation of different language means of
expressing PSC changes (their number, kinds, the
predominant ways).

The generalized results of quantitative
investigation of the entire corpus of texts are
presented in the table 1.

6. The results of the investigation have
confirmed completely that each of the three main
styles - scientific, rhetorical and fictional - is
characterized by the peculiar set of various forms
of relationship between PSC. On the other hand,
the table shows that the textis which belonging to
different styles are distinguished by a number of
stylistic parameters. Some of them should be noted.

a) The average number of PSC changes as the
well as the periodicity of changes (columns 4 and 8)
characterizes styles in the following way: the
main part of PSC changes has been found out in
the texts of rhetorical style, much less number of
the changes - in the texts of scientific style. This
dependence can be interpreted by the fact that in
scientific style multicomponent terminological word
combinations functioning as one word are
widespread, which fact increases only total
vocabulary  volume of the text and docs not
increase the number of PSC changes which is
connected with its real semantic volume.

The correlation of various kinds of PSC
changes within one style (columns 5,6,7)
demonstrating the difference between scientific,
rhetorical and fictional styles, can be explaned by
the peculiarity of communicative purposes of each
style. Thus, scientific style is charcterized by
marked predominance of PV changes, which tells
about active coordination of the author of scientific
text with his adressee, which is manifested by in
using metatextual exertions in the text and varions
means of self-commentation. In rhetorical style,
was noticed, a considerable predominance of SC
changes, which is connected with its controversity:
using the connterparts sense position: the author
formes his own position and convinces the listener.
In fictional style predominance of FA changes has
been found out which tells of greater dynamics,
highezsense dencity of fictional texts.

7. Besides the general distinctions of three
main styles the investigation has revealed some
other typological stylistic differences. The
comparison of popular science and scientific texis
shows significant difference between them in basic
parmeters:
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a) number and periodicty of PSC changes in
popular science style are higher;

b) in correlation of different kinds of PSCs
changess the increase of PV changes (column 6)
and decrease of SC changes (column 5) are noted in
popular science texts in comparison with the
average quantity.

However, as it can be noticed, the quantitative
characteristics of popular science texts infringing
the average statistical indexes, do not draw these
texts together with texts of the other styles, ie,
do not erode the borders of the scientific style, but,
on the contrary develop the quantitative
characteristics peculiar for the scientific style. All
this permit to conclude that the so-called popular
science style is a variation of the scientific style.

As far as rhetorical style, the analysis of texts
belonging to different genres gives a solid
foundation for exeption of newspaper texts
(informative texts in particular) from the bounds
of rhetorical style.

Newspaper textis according tamany important
style formative parameters considerably differ from
each other, that, firstly, shows the absence of
homogeneity of "newspaper style" and, secondly,
their divergence from average quantities got for
rhetorical style as a whole which tells of cardinal
distinction between newspaper lexis and rhetorical

style. )
8. ‘As far as the so-called “pattern”  and
"unsuccessful” texts are concerned, the

comparison of the results of their analysis has
shown the following:

a) in all "unsuccessful® texis the decrease of
the total number of PSCs changes is strongly in
average marked, that accordingly causes the
increase of intervals between two next PSCs
changes (column 8). It means that in "unsuccessful”
texts PSCs on the average changes occur less

' frequently.

b) yet, it is interesting to note, that the total
aumber and the periodicity of FA changes
(columns 7,11) remains al the same level at wich
they ‘are in "pattern” texts. This fact gives a
reason for considering the average number of FA
changes and the periodicity of FA changes as
stable characteristics which remain invariable even
in stylistically "unsuccessful” texts;

¢) generally, (speaking) the changes of
quantitative characteristics, marked in
"unsuccessful” speaking belonging 1o rhetorical
style, are directed to average quantities of scientific
texts; and characteristics of "unsuccessfull’
fictional texts are similar to *unsuuccessful’
rhetorical texts.

9. The method of analysis described in the

paper could serve as a basis for stylistic LypologYy

of texts. It's peculiarity consists in using as the
criteria  of  stylistic  differentiation not
extralinguistic, not formal linguistic, bat exactly
stylistic characteristics of text. In spite of specific
difference from other directions of stylistic
studies the described approach does not contradict
them, but may be regasded as an essentla
supplement to them, confirming some of the results,
specifying and clearing up (some ?) other.

There are all reasons to suggest that the
offered method of analysis can be effectively use
for constructing of more detailed stylistic

evaluation,
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CruimmeTuyeckaa TUIOJIOrUA TeKCTa Ha
OCHOBE€ KBaHTUTaATUBHOIO aHaJIn3a
YHYaCTHBIX MCTOYHMKOB CMBICJIA

Capuyk C.O.
Peziome
IIpemnaraeTcA MOAXOA K CTUIIMECTUUECKOMY aHAJIU3Y
TEKCTOB, OCHOBaHHBIt Ha HeKkoropoM HabGope
CYILLIeCTBEHHBIX MapaMeTpoB, KOTOPHIE CHUTAIOTCA
TECHO CBA3AHHBLIMYU c OCHOBHBIMM
ctuneobpaaytommmn daxkTopamu. 3TuMi akTopamMu
no M.M. BaxTuny, ABASIOTCA cAeyOLIHe: ’
1. oTHOIIEHKNe TOBOPALLEro K NMPeAMeTY peun
2. OTHOLLEHME FOBOPALLETo K aApecaTy
3. oTHoOLIeHMe FOBOPALLEro K HYX¥WUM YTBEPIKACHUAM 0
TOM >Ke IpeJiMeTe.
C ~ TOMOMILIO  MPEJUIKEHHOro  MeTofa Bbia
NpoaHaaM3UpPOBaH KOPMYC TEeKCTOB, OTHOCALUIMCA K
TPEM OCHOBHBIM CTUJIAM (Hayusomy, puropudeckom
M XYNO3eCTBeHHO/ IuTepaTypsl). i 3
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Problems in Measuring and Interpr eting Linguistic Variation
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Topical paper:

AREA: Methodological problems/ explanation of text
phenomena

Summary: .
Relative frequencies very crucially depend on lhe quantity of
a unit with which the variables are related. It is lmponfmt to
consider what is a relevant upper cat_egory to which a
variable belongs. Otherwise interpretation may become
difficult or wrong.

rtional frequencics of linguistic features have
umapizrpobeen couﬁ::: from the quantity n expressed as the
number of words or otherwisc from the leng!h .of the
discourse. But what are the grounds for this very indifferent
method? It is, problematic to interpret such qiantitative
vah;‘g. Douglas Biber (1988) has investigated the va'riauan
of 67 linguistic variables in 23 genres mhl?d with the
length of his texts. He asks: What do thesc variables really
express? Examining the textual dimcng:ons by means of a
factor analysié he arrives the following most significant
dimensions: .
1. Informational versus involved production;
2. Narrative versus non-narrative CONCeIns;
3. Explicit versus situation-dependent reference;
4. Overt expression of persuasion; .
5. Abstract versus non-abstract information;
6. On-line informational elaboration. ' '

In many cases (here are difficulties in inlerprglauons. His
manner of  calculation may arise peculiar factor§I
dimensions. I would undoubiedly have interpreted his
material differently in places.

1 have studied Finnish texts in a similar way, but the
result is not the best and clearest one. :

It would be better to contrast the variables which are
comparable and which express in a wide sense the same
thing. Such relative frequencies are more relevant which
have been counted from the amount of a common,
hierarchically upper category. I will give some examples:

l‘ 0 .
- Non-derived and non-compound - Derivative and compound
substantives (stems) substantives;
asa proportion of their sum, ie. all substantives, "
« Nouns without genitive attributes = Genitive attributes;
as a proportion of all nouns, i.e. of all words which can be qualified
a genitive attribute; . ]
-:yehlﬁ: clauses - Other qualifying structures;
proportion  of all qualifying structures; »
'g‘;di-‘ m“?ﬂm = - Nouns and other pronouns;
as a propaortion of the total number of nouns and pronouns; )
= Anaphoric pronouns - Other nominal constituents;
as a proportion of all nominal constituents in clauses;
204

Copulative co-ordinated
substantives.

- Non-coordinated substantives
as s proportion of all substantives

These variables correlate with each other and tl'ley
express very clearly a dimension of informational -daensuy.
The variables on the left side form more analytical and
simple constructions while those on the right side are more
synthetic and complex counterparts. Biber's dimension 1 can
be interpreted as being approximately the same, but it
includes problematic variables which could be I?eitcr located
elsewhere. I think that one reason is in calculating.

2

- Partitive predicatives and - Nominative predicatives and
partitive objects e 2, accusative objects;
i 1] icatives
-‘l.n:lempmmmwd. paa - Nouns and other pronouns;
as a proportion of nouns and pronouns, : .
- Disjunctive ('or’) co- - 0|her substanives;
ordinated subsiantives
as a proportion of substantives; -

The left hand side variables are more indefinite, inexact,
unspecified compared with their more definite, exact and
specified counterparts in the right column. These (and_some
others) form a dimension of :pemﬁcness There is no
corresponding dimension in Biber's system.

Princii:ialfy in this way I have managed o make my
previous investigations and interpretations gasler’and more
exacL” Summarizing my most significant dimensions 1 can
here only mention very briefly the whole system: -

(analytic - synthetic (subjective, attitudinal - ob; ve,
non-attitudinal (exact, specific - inexact, non-specific
(dynamic, processive - static, concrete, real - abstract,

ntal)))).
meuta di)l)i)'zrs from Biber's system. In addition to the different
calculations there are different materials and different
selections of variables, which has naturally a certain eﬁect,
but principles of quantification selected for interpretative
purposes are anyway in a central position.

IIpobreMbl M3MepeHUa M MHTEpPIpPeTALN
JIMHTBUCTHYECKMX Bapuanmi
ITaymu Caykkonen

Pesziome:

OTHocHTeNbHEIE YACTOTH! NMPUHIMIDIANLHO 3aBUCHT
OT KONMYECTBEHHLIX XapaKTePMCTMK emMHHuIB, C
KOTOpOit CBfA3aMLl NepeMeHHble. BaX(Ho Y4YWUTHIBATD,
KaKasi MMEHHO KaTeropusi, KOTOPON NpUHALJIeXHT
nepemexHasi, ABJAETCA peJieBAHTHOH. B npmm;::
cayuae WHTEPNPUTAUMSA MOMET CTATh CHONKHOA M
HeBepHOM.
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On the Problem of "Syntactic Bifurcation"
(Polysemy of the English Infinitive)

G. Silnitskaya
Smolensk State Pedagogical Institute
Rusgia, 214000 Smolensk, Przhevalsky st., 4
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Topical paper -

AREA: General problems of syntactic structure

Summary: ‘
The notion of ‘“bifurcation" has been applied for
understanding syntactic structure.

The notion of “bifurcation" is of crucial importance in
theoretical syncrgetics. By a "point of bifurcation” is meant
an unstable state of system, the further development of
which may proceed in several equiprobable directions, the
choice between which is determined by fortuitous factors.
“In the vicinity of points of bifurcation a decisive role is
played by fluctuations, which "choose” the direction to be
followed by the system". In the mathematical line we have
here "a critical change of parameter resulting in a new
solution of equations"[1). A Dbifurcation is thus
characterized by the presence of "distinctly differentiated
states of a system"[2].

The linguistic correlate of the notion of bifurcation is that
of polysemy. The presence of several potential meanings
of an clement of a sentence may be regarded as a
manifestation of the instability of the denoted semantic
structure, and the contextual elements resolving  this
polysemy - as casual (fluctuant) factors bringing the system
into a new state of equilibrium.

One of the main sources of syntactic polysemy in a
sentence is the infinitive. The valential specificity of the
infinitive (as of the other nonfinite forms of the verb) s
that,  while retaining the ‘“right-hand” ("descendent")
valency of a finite verb connecting it with the positions of
object and adverbial modifier, it loses its “left-hand"
("ascendent”) valency connecting it with the subject. On
the one hand, this lack of a verbal predicative valency
ensures a greater syntactic mobility of the infinitive as
compared with a finite verb, allowing it to fulfil the most
diverse functions in the sentence. ‘But on (he other hand,
the grammatical subject in an active sentence usually
expressing the logical subject of the predicate, as infinitive,
due to the loss of its verbal left-hand valency, is deprived of
a grammatically marked subject. There arises a situation
of informational indefiniteness where this meaning of
subject may in principle be expressed by several different
substantives (nouns or pronouns) in the sentence. The
resolution of this syntactic indefinitencss, i.ec. the
identification of the subject of the infinitive depends upon a
set of accessory factors varying from one context to
another.

A characteristic example of syntactic bifurcation of the
type discussed is furnished by an infinite in the specifically
English function of attribute. A noun qualified by a
transitive infinitive may express cither the subject or the
object of the verbal action. Cf.:

John has a brother to educate )

John has a brother to educate him V)

In (1) the transitive infinitive is used without a.direct
object. Its obligatory objective valency is accordingly
realized in the syntactic position closest to it - in the
qualified noun "brother”. The subject of the infinitival action
is consequently expressed by the only remaining noun in
the sentence, i.c. "John". It should be noted that the
infinitive may figure here not only in the active, but
likewise in the passive form:

John has a brother to be educated. 3)

In (2) the objective valency of the infinitive is realized
by the direct object ("him"), correferential with the noun in
the position of subject ("John"), which therefore likewise
expresses the object of the infinitive. The only role left
for the qualified noun ("brother") is that of subject of' the
infinitival action.

Analogously in the sentence

John sent Mary a boy to educate @)
the transitive infinitive, deprived of a direct object, realizes
its “natural” objective valency in the position closest to it,
i in the qualified noun "boy”, the next proximate
noun ("Mary") correspondingly acquires the function of the
subject ofthe infinitival action,

On the other hand, in the sentence

John sent Mary his brother to educate her (5)
the infinitive is used with a direct object which realizes its
objective valency and is correferential with the noun "Mary*";
the noun qualified by the infinitive ("brother")
correspondingly expresses here the logical subject of the
infinitive.

The valential polysemy of the infinitive may be resolved
not only by a direct, but likewise by a prepositional object.
Cf.. .

John has a friend to speak to (6)

John has a friend to speak to him @

The prepositional-objective valency is realized in @)
and non-realized in (6). The qualified noun ("friend")
respectively expresses the subject of the infinitive in the first
case and its object in the second.

In the absence of an infinitival obligatory adverbial
modifier the qualified noun takes upon itself the
corresponding semantic function; the function of the ligical
subject of the infinitive is accordingly fulfilled by the
next proximate substantive, i.e. by the noun in the position
of grammatical subject (8) or object (9):

John bought a house to live in ®)

John bought his brother a house to live in )

The valential polysemy of an infinitive governed by an
adjective is likewise mainly resolved through its objective
environment. Cf.;

John is difficult to please (10)

John is eager to please (everybody) 11

In (11) the transitive infinitive figures without a direct
object; the semantic objective function is correspondingly
fulfilled by the proximate noun in the position of
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grammatical subject (“John"). In (12) the same
infinitive is used absolutively; the omitted direct object
may in principle be reinstated. In this case the grammatical
subject expresses the logical subject of the infinitival action.

Thus, of the synergetic factors resolving the valential
bifurcation characteristic of the infinitive the decisive role
is played by the presence or absence of its implied right-
hand syntactic valency, objective or modificatory. The
resolution of the syntactic polysemy of the infinitive may

likewise depend upon the meaning of the proximate noun. ‘

Thus, in the sentence

John sent Mary some flowers to thank her for her help
(12) the infinitive has a direct object, as in (5); but, due to
the incompatibility of the proximate noun "flowers" with the
role of logical subject to the infinitival action, this role
is fulfilled by the noun "John".
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Lexicostatistical analysis of literary characters
(problems and approaches)

A.Ya. Shaikevich
Institute of Russian Language
Russian Academy of Sciences

Topical paper
AREA: Quantitative text analysis

Summary:

A technique of variance analysis was tested on Shakespeare's
comedies and gave some results for stylistical and social
qualification of words and sometimes syntactic constructions
(as seen through frequencies of form words). It was used for
clustering literary characters.

An objective study of literary characters might prove
fruitful in the description of social and stylistic structure of
vocabulary, it might be very interesting for discovering
hidden structures in literary texts. However, analysis of
literary characters is a neglected field in the realm of
linguostatistics. This seems natural when both statistical and
philogical factors are taken inlo consideration:

1. The application of statistical tools does not seem
promising in view of the very size of individual texts of
literary characters (which is small when compared with the
size of a literary text as a whole).

2. There are no statistical tools suitable for handling those
short texts.

3. Until recently the task seemed unrealistic due to the
general dearth of corresponding information. :

For some time, however, ihe situation has been
changing radically. Accumalation of literary iexts in
machine form made possible compilation of huge
concordances and dictionaries with rich information on all
aspects and fragments of texts (single literary characiers
included). The appearance of "A Complete and Systematic
Concordance to the Works of Shakespeare" (M.Spevack ed.,
Hildesheim, 1967-1969) is an encouraging sign, In addition
to a concordance of all words of the text it gives individual
frequency dictionaries to all single characters of the plays.

It is hoped to obtain comparable statistical information as
a by-product of a project of 'Dostoevski's Dictionary' now
carried on at the Institute on Russian langvage in Moscow.
(The illustrative examples in the present paper are drawn
from both Shakespeare's comedies and Dostoevski's prose
works).

Of course, it is too early to speak of the results. Our aim
is to point out some problems and perhaps to show some
ways of their solution.

One way of circumventing difficulties associated with the
small size of individual texts is to operate with groups of
characters, classified on the basis of some meaningful
principles (such as gender, age,. social position), and with
groups of texts classified according to genre, form of
expression (verse or prose) or time of creation. The
apparatus of variance analysis appears quite adequate in this
case.

This technique was tested on Shakespeare's comedies and
gave some results for stylistical and social qualification of
words and sometimes syntactic constructions (as seen
through frequencies of form words). When those results were
taken into account it was possible to correct the raw
frequency data and to analyze quantitavely the 117x117
character-to-character matrices. The corresponding graphs
of links between characters showed some interesting clusters
sometimes interpreted as social groups (e.g. monarchs,
servants) and sometimes as functional groups (e.g. young
lovers, middle-aged 'serious' characters).

The opposite approach is being tested on the characters of
Dostoevski. The starting point of analysis is compilation of
individual lists of lexical markers (words, whose frequencies
differ significantly from the mathematical expectation
calculated on the basis of word frequencies in the text as a
whole). As a rule such a list contains a few dozen words (or
word combinations). Of these some words serve exclusively
as a means of individualization, some serve as markers of a
social group and some as stylistic markers. Perhaps half of
them are related to this or that episode of the narration and
may form a good base for constructing the 'plot space' of
characters. For some of the characters it is possible to
organize lexical characters into an individual semantic
space.

Statistical and philological problems of further interfext
comparison of literary characters are discussed.

JlekcHKO-CcTaTHCTHUYECKMIT aHAIN3
JUTEPATYPHBIX 06pa3oB ( mpobaeMs! 1
NOOXOOBI)

Mlaitkesny A.f.
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TPYNIMPOBKY U pPASTPaHNYeHus AeliCTBYIOLUMX JML B
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Topical paper
AREA: System analysis in linguistics

Summary:

The inter-level dependencies between etymological,
chronological, morphemic, morphological, phonetic,
semantic and syntactic features of Enlish verbs are analysed.

This paper is correlated to a discussion of statistically
valid relations between verbal features of different
language levels in English.

The basic characteristic under analysis is the etymology
of the root:

- Germanic root (GERM): smoke, spring. frighten

- Romanic root (ROM): doctor, aviate, refract

In the research project reviewed: in this paper Pearson's

statistical criterion was applied (o a database comprising’

5% selection of English verbs (309 lexical entries) recorded
in A.S.Hornby's "Oxford Advanced Learners'
Dictionary”  1980. Coefficients not lower than |.08| are
regarded as statistically relevant.

The percentage of the verbs with a Germanic root is
39%. witha Romanic root - 53% of the selected list.
These ctymological featurcs are correlaied with diachronic,
semantic and formal verbal characteristics.

Formal featurcs arc subdivided into the introbasal and
xtrabasal subtvpes. Inbasal  formal feawures are
represenied within a single verbal base. These comprisc
morphological and phonctic features. Extrabasal formal
characteristics (cxtraverbal derivation and syntax) transccnd
the limits of a scparate verbal base.

1. The Correlation of Diachronic and Etymological Features
of English Verbs
The diachronic features represent the first appearence of
a verb in English in terms of the Old English (OE). Middie
English (ME) and New English (NE) periods.

Table 1.
The correlation of the diachronic and ctymological
features
Ol ME NE
GERM 28 = -14
ROM =30 15 -

(Statistically irrclcvant corrclations arc represenicd by a
dash) .
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Conclusions: 1. Verbs of Old English origin are positively
correlated with Germanic roots.

2. Verbs of Middle English origin have a
positive correlation with Romanic roots.

IL. The Correlation of Semantic and Etymological Features
On semantic grounds verbal features are grouped (a) on
the basis of the generalized notions of “energic"
(ENERG), "informational" (INF) and "ontological"(ONT)
verbal meanings [1] and (b) on the criterion of
monosemy (MONOSEMY )/polysemy.

Table 2

The correlations of semantic and etymological features.
ENERG INF ONT MONOSEMY

GERM 26 -15 -22 -
ROM -22 17 21 08

Conclusions: 1. Energic meanings are positively correlated
with Germanic roots.

2. Informational and ontological meanings
arc characteristic of Romanic roots, which have a positive,
correlation with monosemy.

IIL. The Correlation of Introbasal and Etymological
Characteristics

The morphological introbasal characteristics represented
in this paper reflect the morphemic and  derivational
structure of verbal basis: "monomorphic® (1-morph), suffix
(SUF).  prefix (PREF), "internal derivation" (DER]),
"internal conversion" (CONV)J).

The phonetic characteristics comprise: “initial vowel”
(VL). "monosyilabic* (1-SYL). .

Table 3.
The correlation of introbasal and etymological features

i-morph  PREF  SUF  DER] CONV] 1-SYL VL
GERM -30 -25- .13 .10 14 A9 =25

ROM .25 .29 14 - =11 -18 22

Conclusions; 1. Verbs with Germanic roots are positively
correlated with formal simplicity: they are characierized by
a  monomorphemic  and monosyliabic structure.

2. Verbs with Romanic rools arc
characierized by the presence of prefixes and suffixes in
their structure.  On the phonctic ievel Romanic verbs arc
ncgetively correlated with monosyllabism and  positively -
with an initial vowel.

IV. The Correlation of Extrabasal and Etymological Features

1) The derivational extrabasal verbaj features comprise:
"extraverbal derivation" ([DER), "derived noun" ([N),
"derived adjectives” ([A), "prefixal €xtraverbal derivation”
([PREF), "suffixal extraverbal derivation" ([SUF).

2) The syntactic extrabasal verba features: transitivity
ch:z;eccomb;;nabili% of the verb with the syntactic positions of
in L object (Oi), obiject i
s o ), obj ciause. (CL) and  adverbial

_ Table 4.
- The correlation of extrabasal and etymological features

[DER [N [A [PREF [SUF Vi Mod Oi CL
GERM ~10 -11 .12 - =-08 3317 24 .14 -14
ROM 23 .23 17 - .22 33---26 1413

Conclusions: 1. Verbs with Germanic T00ts are negatively
oorre_lated with extraverbal derivation and positively with
transitivity and combinability with an inderect object.

2. On the other hand, verbs of Romanic
origin are positively correlated with estraverbal derivation
especially  with  suffixal formation of adjectives and

nouns. On the syntactic level these  verbs  are

chgracterized‘ by positive correlations with  the inderect
object and object clause,
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Topical paper
AREA: Systems Theory Approach to Language.

Summary
It is put a quastion, how all thinkable language levels are mutually coordinated in a text. It is possible on the
basis of generalization of the case of interaction between ‘two ncighbouring levels (Menzerath Law) to the case

with unlimited number of levels.

One of the most complicated tasks in theoretical linguistics is the
explanation of the way in which different language subsystems cooperate.
Generally, it holds that lower subsystems consist of units functioning as
constituents of higher constructs. This is a sort of coherence forming the
stairway of language levels (or subsystems). ’Construct’ and ’constituent’ are
general concepts which should be applicable to the whole string of units in
which constructs represent also constituents of some higher constructs. In the
present contribution we put the question, how all thinkable language levels
are mutually coordinated in a text.

For arbitrary two levels constituting the relation of a language con-
struct (representing the higher level) and its constituents (forming the lower
level), this problem is solved by the Menzerath-Altmann (MA) law; see, for
example Altmann (1980) or Altmann & Schwibbe (1989).

The mode! resembling a stairway of levels is, in fact, a synergetic
system containing a great number of cooperative subsystems; it was elaborated
in natural sciences and introduced into linguistics by KShler (1986). This
author also published contributions to the analyses of the MA law, see, for
example, the above quoted work by Altmann & Schwibbe (1989, 108-112).

In the present paper we try to enlarge the conception of two levels,
forming constructs and their constituents,‘ to certain expression of the MA law
which is valid for an arbitrary number of levels greater than two. It is
evident that the amalgamation of subsystems represénts a special sort of text
cohesion, - a cohesion free of a direct semantic interpretation (always
required in the analyses of text references) and representing a phenomenon
implanted deeply in each language edifice. It can scarcely be supposed to be
the property of a certain language; it seems to be a phenomenon reaching up
to human mind and its biological carrier. '
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The formula of the Stairway

T

he MA law says that th? longer a language construct in the number of
constituents the shorter the mean length of constituents measured in some
lower units. When x is 3 construct and y is a constituent, their relation is

Yy = Ax7® | (1)

where A and b are parameters.

When we try to proceed to more than two levels, which are involved in

. Y 'l
(1), we can use indices; constructs and constituents are then denoted as
follows:

X, constructs on the highest level assumed (for example, sentence length
in the number of words);
¥ constituents of the preceding level (for example, word length in the

number of syllables);

X, constructs on the lower level (for example, word length in the number
of syllables);

Y, constituents of the preceding level (for example, syllable length in the
number of phonemes).

Obviously, y, = x,. The same ldentity can be used for an arbitrarily long
string of levels:

X=y=X
X3 = Y3 2 X4

Formula (1) can be rewritten in the following form:

b

X, = Ax
or
1
X, = [_] r . (2)
X,
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. .. and
respectively. The similar formula can also be written for x, X; e€tc., an

all these formulae can be condensed as follows:

1 1

A s, A Y
1 1 = 1 1 = e '
X, = =7 [ T (3)
142 %
Xy

The same structure can be expressed in the logarithmic form:

1 § 1 - 4
log x, =bilog,41-bb 108A2+_bl_b~ 3103.43 (4)
1 1 72 2
- 1 log x, = ...
b, b, b,

In this way the number of levels can be infinitely enlarged.

The structure of the MA law in the form of formula (1) obviously
corresponds to the facts observed in natural languages, this already was many
times proved. The lowest level which we are able to incorporate, with respect
to the contemporaneous knowledge, into our assumptions, is the level
containing components of sound spectra. Nevertheless, the signals running
articulation are carried by neurons; this biological system is doubtlgssly
structured into a number of levels which probably form a string of some
constructs and constituents. So far, this part of thq supposed string is not
described in linguistics and the present author’s notes concerning this topic
cahnot be more than a pure speculation.

The highest levels seem to be also numerous, or presumably infinite; let
us note the possibility to interpret a certain semantic unit (expressed, for
example, by a word) through a text; and this new tex; is also pomposed from
semantic units which can be semantically interpreted, and so forth. This
confirms the complicated structure of a semantic system which is carried,
among other carriers, also by natural language. _

Syntactic levels can be taken as representatives of language levels
taken from a middle part of the entire assumed spectrum of levels. Sentence
structure can be displayed into a hierarchy which cannot be conjecturally
limited in advance. On each of these syntactic levels we also are dealing with
the relations of constructs and constituents, this fact was already proved.

The existence of such intermediate levels is testified by linguistic

intuition with its terminology of 'morphophonology’, 'morphosyntax’,
’lexicosyntax’ and conceivably other branches combining different intuitively
(i.e. without the testing by the MA law) stated language levels.

The MA law was used for constituting one supra-sentence level of the
units provisionally called ’sentence aggregates’, see H¥ebifek (1989, 1992,
1993) and Schwarz (1992). These aggregates of a text represent language
constructs having sentences ag their constituents; each sentence of an
aggregate contains a given lexical unit. The existence of aggregates was
proved on Old Ottoman, modern Turkish and German texts, and on one English
text. Thus it can be asserted that' the longer an aggregate construct in the
number of sepntences the shorter its mean sentence length. The structure of

aggregates appears to be certain representation of a complete semantic
structure of each text.

Application

Formulae (3) and (4) were proved on Turkish texts; here the results obtained
from one of these texts are presented.! The observed data concerning
variables x (= the number of syllables in a word, i.e. constructs) and y (=
thelmean number of phonemes in syllables, i.e. constituents) are presented in
Table 1 together with the values of parameters A and b as well as with the
expected length of mean constituents ¥, The other Tables are arranged in a
similar way. Their content is as follows:

Table 2: Xx = the number of morphemes in a word,

y = the mean number of phonemes in morphemes.
Table 3: x = the number of words in a sentence,

Y = the mean number of syllables in words.
Table 4: x = the number of words in a sentence,

¥ = the mean number of morphemes in words.
Table 5: X = the number of sentences in an aggregate,

Y = the mean number of words in sentences.

Syllables and morphemes are treated as parallel constituents of words. This
was proved in an earlier experiment by testing the mutual relation of these

two constructs; the conclusion was that morphemes are constituents of
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l'l’rv:mn the political commentary written by Yagar Nabi (°1967 ye Toplu bir Bakig.' In:
'Varlik Yillaf: 1968.' Istanbul, Varlik, 1967) the part ‘bliinmiis DOnyam:z' was chosen.
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syllables and, at the same time, syllables are constituents of morphemes in
the sense defined by the MA law. Consequently, the stairway proved has two
wings which are connected at their ends: syllables, as well as morphemes are

constituents of words.
Let us rename the above mentioned levels and present the mean length of

the respective constructs by the following symbols (their length being given

in the number of units of the lower level):

X, sentences,

X, words,
Xy = syl lables/morphemes. (The length of syllables/morphemes is given

in the number of phonemes.)

The observed values of the respective variables and their parameters are as

follows:
x; = 12.21 (the mean number of words in a sentence);
A, = 3.33, b; = -0.0423 (the parameters of the relation between words
and syllables);
A, = 2.47, b; = -0.0420- (the parameters of the relation between

syllables and phonemes);
X; = 2.34 (the mean number of phonemes in a syllable).

Parameters 4 and b, in the present test as well as in the following ones, were
estimated from the observed data of the respective Tables. The negative values
c;f each parameter b must be substituted with positive signs. However, when the
above data are substituted for the respective variables of formula (4), we do
not obtain too satisfactory result. For this reason we must better estimate
the value of x, and replace it by the value 2.358821882. Then we obtain:

1 10 1
log x;, = — log 4 - log 4, + - log x; =&
b, 1 %2 by b,

a 12.35 -221.04 +209.78 = 1.09 = log 12.21

The above substitution of the value of x; indicates, how sensitive the
variables involved are also on higher decimal places. Nonetheless, the mutual

correspondence of three levels is evident.
The analogical string including morphemes instead of syllables operates_
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with the following values:

x, = 2.80 b

4.06
-0.3811

~
[}
2
(2]
w
S
LY
[}

-0.0264 b,
Then we obtain:
log 12.21 & 17.11 ~ 60.48 +44.46 & 1.09

When i ‘ :
i higher level (namely, the.level of sentence aggregates) is added to
this string,

in (4):

we substitute the following variables and their values for those

x . .
1 = 1.39 (the mean length of aggregates in the number of sentences);

Xy = 2.36 (the mean length of syllables in the number of phonemes);
A = 15.47; A4, = 3.33; A; = 2.47;
b, = -0.0083; b, = -0.0423; b, = -0.0420.

The substitution results in:
log 1.39 & 143.31 - 1488.06 + 26631.14 - 25286.24 & 0.15

In this computation the value of X4 was changed to the value 2.359746399. Such
changes can be treated as corrections of earlier estimates obtained by
observations which always contain errors. In this way also the other variables
and parameters can be corrected on the basis of the MA law.

The parallel variant with morphemes instead of syllables is as follows:

X, = 1.39 (the mean length of aggregates in the number of sentences);
Xy = 2.80 (the mean l‘ength of morphemes in the number of phonemes) ;
A, = 16.00; Ay = 2.83; A, = 4.06;
b, = -0.0083; b, = -0.0264; b, = -0.3811.

The resulting equation is:
0.143 = 143.31 - 2061.82 + 7287.16 - 5368.50 & 0.15

We can conclude that the structure expressed by the MA law in (1) is a part
of .a logarithmic multinomial containing more than three members, as it
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Table 1

Words (x) and syllables (y)

X z S=X2Z P y=p/(xz) Y=Ax"°
1 43 43 106 2.47 2.47
2 120 240 570 2.40 2.40
3 154 462 1083 2.34 2.36
4 97 388 899 2.32 2.33
5 46 230 536 2.33 2.31
6 12 72 164 2.28 2.29
7 3 21 43 2.05

8 1 8 18 2.25

z 476 1464 3424 L A
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A = 2.4669; b= -0.0420 (both estimated from the data for x = {1 to 6},
for which z is sufficiently high; the same approach is applied also in
the following Tables). )

word length in the number of syllables;

the number of words;

X
z

p

the total number of phonemes.

Table 2

Words (x) and morphemes (¥)

2 z m=xz P y=p/(xz) Y=ax"®
1 107 107 431 4.03 4.06
2 151 302 947 3.14 3.12
3 90 270 742 2.75 2.67
4 71 284 662 2.33 2.39
5 43 215 461 2.14 2.20
6 12 72 151 2.10 2.05
7 2 14 30 2.14
z 476 1264 3424 - -
A = 4.0589; b = -0.3811.
X = word length in the number of morphemes;
z = the number of words;
P = the total number of phonemes.
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Table 3 A = 3.3330; b = -0,0423.
: X = sentence length in the number of words;
Sentences (x) and words measured in syllables (y) Z2 = the number of sentences; .
. y e s y=s/(xz)  y=Ax"® The S?nfordance Qf the total Qistributions of ¥ and Y was tested with
_ the help of the non-parametric Wilcoxon T.' The testing criterion T =
3 2 6 22 3.67 3.18 ' 87.5.> Ty o5 (20) = 52, he hypothesis concerning the incongruence of
4 2 8 30 3.75 3.14 the ‘fwof tested distributions must be rejected.
5 3 15 46 3.07 3.1
6 1 6 16 2.67 3.09 |
7 4 28 82 2.93 3.07 Raology
; .
8 2 16 42 2.63 803 Sentences () and words measyred . in morphemes (y)
9 1 9 28 3.1 3.04
10 1 10 27 2.70 3.02 o ¥ z  wexe i G vem/(%z)" Yeax=® -
: v ; :
1 3 33 107 3.24 3.01 | 3 2 6 19 317 2.74
12 3 36 110 3.06 3.00 | 4 2 8 26 3.25 2.72
13 2 26 79 2.19 2.99 5 3 15 36 2.40 e
14 3 42 133 3.17 2.98 6 1 6 14 2.33 2.69
15 1 15 44 2.93 2.97 7 4 28 70 2.50 2.68
16 1 16 48 3.00 2.96 8 - 2 16 36 2.25 2.67
17 2 34 97 2.85 2.96 9 1 9 26 2.89 2.67
18 2 36 110 3.06 2.95 10 1 10 25 2.50 2.66
20 1 20 60 3.00 2.94 11 3 33 91 2.76 2.65
22 2 44 137 3.1 2.92 12 3 36 98 2.72 2.65
24 1 24 76 3.17 2.91 13 2 26 72 2.77 2.64
26 2 52 170 3.27 2.90 14 3 42 117 2.79 2.64
z 39 476 1464 - - el 1 15 4 2.73 2.63
16 1 16 37 2.3 2.63




| Table §
17 2 34 78 2.29 2.62
' 18 2 36 91. 2.53 2.62 : Aggregates (x) and sentences (y)
20 1 Y 54 2.70 2.61 ' _
2 . : o B8 x z - = Y=Ax™)
22 2 44 121 2.75 2.60 i=xz w y=w/(xz) X |'."
i ST 190 15.68 15.72
2 39 78 210 15.51 15.68 I
26 2 52 142 2.73 2.59 1 |
' -3 15 - 4s 618 13.73 15.66
s 39 476 ¢ 1264 - -
1 : 4 1 44 760 17,27 15.56
L) 7 3s 517 14.77 15.63
A = 2.8254; b = -0.0264. 0
, . 6 1 6 .33 1
x = sentence length in the number of words; 128 21.3
z = the number of sentences; ' 7 2 14 232 16.57 |
m = the total number of morphemes. | 8 1 8 101 12.63
Wilcoxon T = 102 > Ty, = 52. The hypothesis concerning the ' | :
incongruence of y and Y must be rejected. 9 1 | 9 142 15.78 ‘
10 1 10 152 15.20 f
11 1 11 174 15.59 |
12 1 12 164 13.67
14 1 14 238 16.79
) ] 21 376 - - -

A = 15.4709; b = -0.0083 (both estimated from the values for x = {1 to
5}).

X = the lduth of aggregates in the number of sentences;

z = the number of aggregates; '

w = the total number of words.

221

220




corresponds to (1),
The question arises whether for arbitrary two neighbouring multinomials

having the number of members gz - ! and m certain trapsformation can be
defined, from which a higher level and its properties becomes evident. For
example, let us take the level called 'text®’ as a language construct with
sentence aggregates as its constituents; then also text. should be considered
as a constituent of some higher level, probably of something what is
designated as semantics or semantic system. The answer to this ques!:ion,

however, is the target of hereafter experiments.
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Peaziome: L B :
CraBuTca BOmpoc O TOM, Kak BCe MbICAMMOE MHOroobpasue SILIKOBBLIX YpPOBHeH B3ANMHO
KOOPAMHMPOBAHO B TEeKCTE. JTO OCYLLECTBAECTCH 33 cyeT obobLuieHus cay4as B3auMofeicTBHA OBYX

ypoBHeii (3akoH MeHueparTa) 110 cay4as ¢ HeOrPaHMYEHHBIM YMCJIOM YPOBHel4.
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TEMATHYECKAS OBJNACTD: Ksammmm
CHCTEMHASA JIEKCHKOMOTHS ° g

Peatome:
PaccmaTtpupaiores NPMHUMIIE BRIJIeJIeHU A
TUIepPNEeKCeMbl KaK emuuum JIeKcYecKo! cueTeMnr

Raan'mumauo-cumemme

Cobpemennon JIeKCHKorpadgum CBOYicTBeHHa
TEHAGHIMA K TIOCTOAHHOMY  pacuUMpPeHuio Kpyra
CloBapedt pasNmMuYHBIX THMOB U HasHaveHu#t (cp.:
CJIOBADY yRapeHui, ycusmmTemLHbIX cJioBocoYeTaHMH,
OMOHMMOB, MAPOHMMOB, CJIMTHO MJH PasjiessHo,
NIpomMCcHan MM cTpouHaR M ). Oto obeAcHseTCH,
B NepByl0 odvepesnb, cTpeMieHyeM coBpemMeHHoM!
HaYKH © sA3LIKe nNpencTraBuTs B hopme cnosaps
PasnuuHLIe JMHIBUCTHHECKHE omMcanun M
pesynsTaTh! (1).

Crosape runepnexcem npencrasnfer coboli emge
OfHY  MONBITKY  “ocnoBapupanus” peayasTaTon
JMHIBUCTUYECKOTO AHANMBA, & HMEHHO pesynsraTon
McenenopaHun opHodt M3  BascHeMimax npoGirenm
JIEKCHUKOJNIOTHM ~ npobieMbl BMABNCHMA H H3yYeHun
CHCTEMHOI OpraHU3aAUMK JeKeHRY, .

OcHoBrolt - enunnuett cnoBapsa fABnAeTcH
runepJeKcema, Kotopan  ofpasyerca  myrtem
obbenunennn pana cyioBoo6pasopaTensHo

CBAGAHHBIX JleKceM B JeKCHYeckHe mia rMbL.
I'pynmuposka JeKceM B rnnep;:::;em
OCYINECTBACTCA HAa NPURLMNE perynapuoct. 3Bro
SHAYMT, . 4Te KaMJan M3 JeKceM, BXOQAIMX B
TMneprexceMy, umeer xora Gbl ¢ ogHMM M3 unesos
RaHHOW ruMeprexceMs! Takue u TOJILKO TaKue
thopMansHO-ceManTHIeCKHe OTHOLIEHMS, KOTOpLIe
ABJIAIOTCA | PETyJNAPHBIMH, T.e, NoBTOpAIOTCA IO
Kpaitrett Mepe B ewe ofiHOM nape
CJ10B006PA30BATENLHO CBASAHHBIX JIeKceM,

Bopa, Bommua, sommvkxa, Bopuum, BOAAHOM,

Gessoave, ofessoners, HaIBOAMEIH,
nomsoxueiit. Ilepen mamu psan cnos, obnazarmoupsx
ofue’t  kopuesoit Mopchemolt  -pop- Koropasn,
BLIMOVIHAA  (DYHKUMIO CeMANTHYECKOrO Anpa, BMecre
¢ TeM caMa no cebe He umeer uy CTPYKTYPHO#, Hu
CeMaHTHYecKo aaxoHYeHHMocTH. IMomumo ofiwero

NpouaBonselt ocHoBe Briewer 3a coBoll paamunyio
CTeNeHh NepeoCMLICHERMSA JEKCHYUECKOro IHAYCHIS

Onbrr KBaHTUTaTHBHO-CHCTeMHOro MccieoBaHMsT CJIOBAPA TMIIEPJIeKcen

MCXO[IHOTO CJIOBA B  pesyJskTaTe B3auMoOfelicTBuA
3HaYeHMN ocHOBE! M achcbuKcos, .
Cyddure moxer npocto NepeBoMTE
TPOMU3BOAALIIEE CJIOBO M3 cceprl oxHolt wacTy peuu B
ApYTy10, COXD8HAA NPU 3TOM B NMPOMBBOAHOM CJHIOBe
xorAa 6w uWacTe  JmexcuvecKux 3HaveHut
TPOM3BOAAILEro: BOAA - BOAHBIA, Boja - BoAAHOM,
BONAHOA - BomsHers, GeaBoxHBWA - Gessome.
Ipucraska u cydpuxc criocobuer B mocrarounod
CTerneHH perynfApHo MoIMGpULUUPOBATE aHAYeHMe
ucxoznoro cnosa (nobaBNAA K OCHOBHOMY SHaueHMIO
HeKoTopbIi RONONHUTeNEHEIT npusHax -
CAMHIMTHOCTH, YMEHbLUIMTENLHOCTH, cobuparensHocTy
JMEeHCKOoCTH, nomobusA,  oTpuuanMA M TA), He-
yeTynas B 3TOM  cMBiche perynsaprHocT™M B
CJIOBOMAMEHUTENIEHLIX TIapajMrMax: Boja - BOZMLE,
BOJIMYKa; BonHe  ("comepskanyit Boay") -
Geapopmbiit  ("nmwenmstt  Boxm") (2). B oBoux
cayuanx uabmonaerca perynapHoe npeobpasoBasue
JIEKCHYECKUX SHaYeHWM, 110 KOTODLIM COOTHOCHTCH
npoMaBofALee u npouasonHoe cioBa (cp.:

Boma:BogMila = JayHcalry KuLa; BomaiBOMMUKA =
CecTpa:cecTpHUKA, BoAMBYE:GeaponmbLit =
3eMebHbll ! GeaseMens L),

B cnosoobpasosarensront nmape Boma -

obeaBonern clioBooGpasopaTeNbHEe (hOPMAHTHI 0Gea-
¥ -e- He MPOCTO BUNOMIMEHAIOT JIeKCHYecKoe u/Mam
ofiexareropuanbioe anavenue Npou3BORHOFO CNOBA,
HO criocoGeTBYIOT  nMoABAEHMIO COBEPLUEHHO MHOro
TIOHATHA MO CPABHEHMIO ¢ TeM, KoTopoe Bblpaskaercs
npoussonAlmMM  cnoBoM. B nawmom cayqae
OCHOBBHMEM /JIfl BJIOYeHHA JeKceMbi obeasosiers B
paccmartpusaeMmeiit runepnercemunit pan aBnAerca
peryaapuoe noABJieHKHe COOTBETCTBYIOUIEro
JIEKCHYeCKOro KoMmoHenta (“JMumTHeR TOroO, . YTO
Ha3BaHO MOTUBHMPYIOUMM CyILUeCTBUTENbHLIM") B
CepuM NpOMBBOAHKIX € AHAJIOTMYHBIMKU addukcamu
(cp.: mennru - obeanenexmers, poiba - obespsibers,
Jiec - obeaseceTs ¥ TA.). .

Peryanpnoe MoABJIeHKe onpeneNeHHLIX
JIeKCHIeCKuX KOMITOHEHTOB B CBH3YU c
npucoeanHeHeM K NpoM3BonsALell ocHOBEe TexX MM
MHbIX cnoBoobpasoBaTentHBIX adbukcon
Habmonaerca u B napax cios Boja (Bommnii) -
HazBonMul, « Boma (BopuBI) - NOABOAHLINA, BoasAHO}
- Bopsmuermid. . Cp. BOJIA!HAABOMHLIE =
G_ponbtnaaﬁpoanm = KJacc:HaqKAaccoBbl
("Haxonaupiics Brune (B npamom wau mepenocnom
CMBICJIE) TOrO, YTO HasBaHO CJIOBOM, KOTOPLIM B CBOIO
o4epenn MOTHBMPOBAaKO cydurcanshoe
MOTUBHpYIOLIlee npumnaraTessHoe"); BOJA: TOABOAHLIH
= KOMA MOAKOMKHBIN = obnaxo:nonobnaunsyi
("Haxopsumtica uuxe TOr0, 4TO HA3BAHO CJIOBOM,
KOTOpBIM B cBOO  ovepens MOTHMBMPOBAHO
cydburcansnoe MOTHBUPYIOIlee NpuiaraTesbHoe");
BopsHoit'BopAuMeTEIf = GonoTHeiA:GonoTHeTHIE =
JlecHolt: necueToiit ("obnajaoums#t (B Gomniom
KomriecTse) TeM, wro HasBaHo MOTHBMDYIOLIMM
caoBom"”).
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Takum o6pa3oM, pAA TepeuucIeHHLIx BBILLE
cn0Bo0GpasoBaTeNIbHO CBA3AHHBIX CJIOB  oGpasyeT
OAHY I'UnepJjexKceMy, TK. xamnoe_ CJIOBO B 3ToM PAAY
NPUHALJIeKUT K TAKMM OTHOCUTENHHO perysApHBIM
CTPYKTYPHO-CEMAHTUYECKNM MOZeJIAM, B KOTOPHIX
TpUMeHeHue TOM uam uHOI dopManbHoN omepaliny
K  mNpou3BOAMILEN . elMHHUIle  compoBorkAaeTCA
npefcKasyeMbIM (umerorLmM aHaJorH)
CeMaHTUYECKMM CABMIOM B ORHOM M3 JeKCHYeCKMX
aHa4YeHui1 POU3BONHOIA.

BrigenleHne TaKoit eIMHULLI Kak TrurepJieKceMa
caMbIM . TecHbIM 00pasoM cBssaHo ¢ CaMoif
CYLHOCTBIO  Tpollecca KOMMYHMKanuy. JIMeHHO B
rumepJeKceMe, Ha Halll BIIJAMA, COAEPXKUTCA TOT
MHBADMAHT CMBICJIOBOJt, TOuHee - JIeKCHYeCKOR
uHpoOpManMy, KOTOpLIA MO3BOJAET, MCHONL3YA B
pasHLIX  CMHTAKCMHYeCKUMX  YCJIOBMAX  padHble
JIeKceMBI  OZ{HOI runepieKceMsl, NIPOJIOJLKATE
roBopuTh 00 OAHMX M TeX JXe JeHoTaTaX, HO C
KaKUMM-TO CJy:KeGHBIMM MM Jake JIeKCHMYeCKUMH,
HO perynapHuIMy, AoGabxamy (3).

HeocosHaHHOe UCMOJb30BaHNWe  [MUIEPJEKCEMEI
XapaKTepuayeT Kak oObIMHYIO JieKCHKOrpaduiecKyio
npakTuKy (rHe3NOBO ¥  OTCHUIOYHLIA crocobst
npejicTABEHUA JIEKCHYECKOro COCTABA AJbIKA B
cloBape), TaK M TPUKJAfHYIO JieKCHKOrpaduio,
paboTel MO MOCTPOGHMIO  CJIOBApel  KIIO4eBbIX
MH(OPMALIMOHHO-CMBICTIOBBIX eAMHuL TeKkcta /10/.

3a OCHOBY CJIOBHMKa cJopaps Obum B3ATHL JiBa
CIMCKA JIGKCUYECKUX eNMHMLL U3 YaCTOTHBIX 30H. 3TO
. pelieHMe  GbLWIO  TPORMKTOBAHO  CTpeMJeHMEM
TIOKa3aTh npouenypy KOHCTPYPOBaHUA
TUnepJieKceM Ha Pa3HbIX YHacTKaX JEKCHYecKoro
cocTaBa ASLIKA - B 30HE BLICOKOYACTOTHON JIEKCHKM (f
>= 500) ¥ B 30He CcpefAHedacTOTHO# Jekcuxnu (f =
10). Bufopxa mnpousBoguiack K3 “JacToTHoro
criopaps pycckoro asvika” JIL.H. 3acopunoii.

Ilpu cpaBHMTENLHOM PpACCMOTPEHMM MCXORHBIX
JIEKCEMHBIX CIUCKOB JBYX YacCTOTHBIX AUANa3cHOB
MOXHO OGHApPYXUTBH, YTO OHM Pa3AMYAIOTCA MEKAY
co6oit no pAxRy napameTpoB.

CyulecTBeHHOe pa3djuuue Mexny HUMU
MpoABARAETCH npexxpe Bcero B XapaKrepe
pacnpesiefieHMA JiexceM no dvacTAM peuu. B
crmcke cyoB ¢ £ >= 500 (Bcero 202 cnopa) Gonee usm
MeHee paBHOMepHO MpeAcTaBjeHH 9 4dacTelt peun -
KMeHa CYLIeCTBHTeJbHLle, MMEHA MpUIaraTebHbIe,
IJaronbl, HapeuMs, MeCTOMMEeHUA, UUCIIMTeNbHbIe,
npennorn, wqacTuisl. Joasa caymeGHEIX cJioB B 3TOM
crmcke cocraBnAaer 26 % B crmcke cqoB ¢ £ = 10
(Bcero 119 cJyioB) AonA CIayKeGHEIX CJIOB COCTaBRAET
Bcero 3 %, a cpeaM 3HaMEHaTeJbHBIX 4acTelf peum
AOMMHMPYIOT MMEHA CYLLECTBUTENLHBIE,

CpaBHMBaeMble MCXO[Hble CNUCKY Ppas’auvaloTCA
mexay coboit m mo cemManTMHecKoMy  obBemy
BXOAALMX B HUX JiekceM. JiaBecTHo, uTO MeXAy
YaCTOTHOCTHIO CJIoBA& ¥ ero  CeMaHTUYeCKuM
o6beMoM  (KOAMYECTBOM  CJIOBapHBLIX  3HaveHwit)
CYUIECTBYeT oOrpefileNieHHaA 3aBMCHMOCTE - obe 3T
KBaHTUTATHMBHLIE XapaKTePUCTUKM  HAXOAATCA B
OTHOLIEHMM  mNpsAMolt nponopimyu:  yem Gosblue
3HayeHMit y cnoBa, TeM Bbille €ro 4acTora (4).
Jlexcemnt nepsoro Y4aCTOTHOTO ZManasoHa
orTsm4aloTcA Goslee BLICOKON noxmcemue’t, cpenHee
KOJMYecTBO 3HayeHUit y ORHOro cJOBa 371eCh PaBHO
6,2. Jlexcemmt ¢ f= 10 xapaxTepuayiorcs
CpaBHMTEJILHO HM3KOit mnoJncemuen, B 3Toli
4aCTOTHOM 30He cpeflHee KOJMYECTBO 3Ha4eHuit y
onHoro cJoBa paBHo 1,9.
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BaycHO OTMeTMTL, vyro NO ONBITHEIM JAHHBIM
HaOJoZaeTca cTaTMcTuyecKas 3aBMCHMMOCTH MEXAY
YaCTOTHOCTBIO NPOU3BOAHBIX cHoB n ux
¢J10B006pa30BaTeNIbHbIM [OTEHLIMAJIOM, T.€.
cnocoGHOCThIO CJIOBA BhITh npousaonmueﬁ OCHOBOM
/1/, /11/. Haubonee wacrornpie CNOBa 06Ja1ai0T B
cnosoobpasoBaTebHLIM
norenuuanoMm.  OnHaxo, cgepyer OTMETUTH, HTO
Cpe/i¥ BHICOKOUACTOTHOM Jiekcuxy ppiieNAeTcsa ocoban
rpynma cnoB, CJOBONGOpopaomiad  criocobHocTsb
KOTOPEIX paBHa HYJIO. 3T0 orHocuTcA K CIIysKeGHBIM
M HEKOTOpHIM TaK HadkiBaemplM MOJMYCHYKeOHbIM

cJI0BaM, K TocaesHuMM  mpl  MIpUMMCiAeM
MecToumenus. Cpemu cjoB ¢ £ >= 500 cambiM
MOLUHEIM  cAoBoOOpa3oBaTeNbHbmM — TOTEHLMANOM
obaagaior 3HaMeHaTeNbHble cjoBa. 110 HalUmM

JAHHEIM Of{HO HENpOU3BOJHOE 3HaAMeHATeJLHOE CJIOBO
‘MMeT 315 adpuKrcanLHRX ZlepUBaTOB.
CioBooBpazoBaTeNbHBIE MOTEHIMAN MecTOMMEHMNA U
crmyxebupIx cjoB NpUGAM3MTENBHO onMHAKOB. Y
MecTouMenmii on paBeH 4,4, y cayme6GHBIX CJIOB -
3,. Taxum o06pa3aoM, MOXHO yTBepaaTb, YTO
cJoBooGpa3oBaTesIbHaA AKTUBHOCTL CJIOB 3aBMCUT He
TONBKO OT YacTOTH! ymoTpebieHua ciopa, HO M OT
TOro,. K KaKo/i YacTH peyy oHO npuHazne;ut. Cnosa
c f = 10 o6namaloT 3HAYMTEJHLHO HUIKUM
cnooobpa3oBaTesIbHBIM MOTEHIMANOM -~ B CPeHeM
Ha OAHO HeMnpoM3BOAHOe cJoBo mnpuxomutea 10,7
JlepUBATOB.

Taxum oGpaaom, MCTOMHMUKOM pif i
rumepJyieKceM  MOCHYXHMJIM  Bce
AepuBaThl (32 MCHJIOYEHMEM CJOXKHBIX  CJOB),
BXOAAUME B cyoBooGpaaoBaTeNbHble  THe3Aa,
BO3TJIaBJiAeMble  JIEKCeMaMM M3 JIBYX MCXOAHBIX
cmickos. Bcero AsaA aHaim3a ObI0 IpMBJIEYNEHO
npubmmanrensio 7240 JexceM, cBefieHHEIX B 949
rUnepJIeKceM.

Ha ocHoBe JieKCeM U3 MCXOJIHOro croicka cJjos ¢
>= 500 ccdopmmupoaHo 734 runepJeKceMsL
HauGonbillee KoJMYecTBO rumepjexceM, Kak #u
0KMAAJIOCh, MOJIy4eHO OT 3HAMEHATEJBLHLIX CJIOB -
633 runepsekceMnl, OT CHY#eGHRIX CJOB U
MECTOMMERMI TOJTyYeHO COOTBeTcTBeHHo 67 u 34
runepsekcemsl. Ha ocHoBe JleKceM U3 MCXORHOro
emcka cnos ¢ f = 10 cdopumpoBaHo 215
runepJyeKceM. 5

PasHuua MeKAQY MCXOAHLIMM CITMCKAMM JieKceM
M3 Pa3NMUHLIX YACTOTHHIX AManasoHoB Kak 6ut
npoeuMpyeTcds M HA  YPOBeHb  IOJNYHYEHHBIX
pe3yJIbTaToB. KsaHTHTaTUBHOE MCCHIeoBaHMe
MaTepyuajya TNOKA3bIBAET, YTO rUneplieKceMsl,
OOJIyMeHHble B 30He BRICOKOYACTOTHOM JIeKCHMKH,
OTJIMYAIOTCA OT IunepJiekceM, NOJYYeHHLIX B 30He
cpesiHeYacToTHOM JIeKCMKY, KaK No pasMepam (mo
KOJIMYECTBY JEKCEMHLIX COCTABJIAIOLMX), TaKk M IO
ceMaHTHYecKoMy obbemy.

CpenHee  KOJM4YECTBO  JieKceM B omsolt
runepieKcemMe M3 BLICOKOYACTOTHOM 30HHI pasHo 6,7.
Ilpuuem, B mMUmepJeKcemMax, cGOPMUPOBAHHBIX Ha
OCHOBE 3HAEHATEJILHLIX  CJIOB, B cpenHeM
HacyuThiBaeTcA 7,4 JieKceM, a B TrUMepJieKceMax,
NOJIYHEHHLIX OT coy»eBHBIX ¢10B 1 MecToumenuit, B
cpellHeM HACHMThLIBAETCA cooTBeTCTBeHHO 2,5 M 3,2
JnekceM. B 3oHe cpeAHeYacTOTHOM JIeKCuKM ORHA
runepJiekceMa B cpefiHeM HacuuThBaeT 5,9 jexcem.

IIpesxne ueM mepeiiTi K KoMIecTBEHHON OLleHKe
cemaHTH4ecKoro oGbema rumepJieKceMsl, TTOACHUM,
YTO TOAPa3yMeBAeTCR MNOA ITUM CeMaHTHYECKMM
ofnemoMm.

roTp.oy

CemanTuuecknit  ofmem runepiieKceMst
npezncrapaser coboit  cymmy temamTHuecKuX
06BemMoB cocTaBNAOIMX ee yexcem. Ho oara cymMmMa
He siBjfieTcA PE3YJIBTATOM MPOCTOro, MEXaHUYECKOro
CIIOMKEHMA BZHAYeHMH Jexcem. "Kaxknas us Jexcem,
BKJIOYaeMBIX B IMIIEDJleKceMy, o6asaTeNbHO MMeeT
JIEKCUKO-CeMAHTUIECKYI0  CooTHOCMTENBHOCTE — MJIM
TOMAECTBEHHOCTE IO OnHOMY mam GoJsiee anayeHmit C

OAHOJA WMJM  HECKONEKMMM  JjleKceMaMM B COCTaBe
rUmnepJeKceMBL. B rtakom cayusae pocra
CEeMaHTHYECKOr0  ofbeMa  rumepiekcems!  He

TIPOMCXOIUT, & MpocTo hukeupyerca uHGpopMauus o
TOM, TI0 KaKOMy wu3 guayeHMH  COBOKYIHOTO
CeMaHTUYECKOro obbema runep.reKceMsl
COOTHOCATCA MMM MMEIOT . TOXKHECTBO JIeKCeMBbI,
ofbeauusiemble B Ty yau uuyio runepsexcemy. Ho B
TO e Bpemsi B Halope JeKCHYeCKMX BHAYEHMH
moGoi U3 JlekceM MoryT OGHAPY)KMBATHCA ONHO MJIM
‘Gonee MHAVBMAyaNbHBIX, TOJNBKO eif mpucyimx
SHAYeHMI, 3a CHYeT KOTOPBIX ¥ MPOMCXOAMT TNPUPOCT
CEMAHTHYECKOro o0beMa TMIepPJIeKCEMBI B I{eJIOM.

Tunepnexcemsr, MoJIy4YeHHbIe Ha OCHOBE
NPpOM3BOAMAILMX CJOB U3 30HB! BBICOKOYACTOTHOM
JIEKCHKM, XapaKTepU3YIOTCA B LiesioM GoJiee BrICOKOI!
ToJmceMuen. Cpennee KonuyecTBo 3Ha4eHMit y
OZIHO} runepJieKceMs! 3fieck paBHO 5,2. HecmorTpsa Ha
TO, 4TO ofllee KOJMYECTBO 3HayeHMit B
CeMaHTHYeCKOH CTPYKType TUIepJeKCeM,
copMHPOBAHHEIX Ha OCHOBE 3HAMEHATENLHBLIX CJIOB,
Gosee yem B 5 pas npepbnuaer ofinee KoJm4ecTso
3Ha4eHUIt, UMEIOLLMXCA B CeMaHTHYeCcKoll CTPYKType
rUrepyaeKcemM, chopMupoBaHHBIX Ha  6ase
cyseOHBIX cJIoB, B cpeniHeM GoJlee IMOMMCEMMYHBIMM
OKa3bIBAIOTCA TMITEPJIEKCEMEI MMEHHO Y CJIYIKeOHBIX
€JI0B, YeM Yy 3HaMeHaTeJbHEIX (cp.. cpefHee
KOJIMYeCTBO 3Ha4YeHMit Yy OfHONM TMIepJIeKceMBbl AJis
3HaAMEHATeJLHLIX CJIOB paBHo 4,9, a nusa ciayxeGHbIxX
- 7,9). Crom BbIcOKaf mnoauceMus "caysebHbIx"
rumnepieKcemM obbacuAeTCA, Mo-BUAUMOMY,
ocobGeHHOCTAMY CEMaHTUUYeCKO" CTPYKTYDSHI
cay:KeOHOM JMeKCUKY, KadecTBeHHO OTJIM4aloLIeiicst
B 3TOM . OTHOLUIEHMM OT 3HAMEHATeJbHOM JIEKCHKH.
CpenHee  KONM4YECTBO 3HaueHMlt B OnHONU
runepJeKceMe, IoJyueHHOt B 30He cpelHeYacTOTHOM
JIEKCHKU, paBHO 2,9,

CnoBapras cTaThd B CJOBape TIUIepreKceM
umeeT ¢opmMy MaTpuubl B JneBoit YacT MaTpuumbl
pacnonaraloTca JIeKCeMB!, o6paayiomme
runepjeKceMy, TOA KaX[o¥ M3 KOTODHIX B
BEPTHUKAJILHOM cToJible ILMdpamu  0603HAYEHE! ee
3HavYeHusa B TON INocJaenoBaTeNbLHOCTM, B KaKoit oHu
npencraegeHsl B CCPJIS. B npasolt wactn
cofep:KuUTCA MHGpOPMAUMA O CBOAHON! CeMaHTHHeCKoit
CTPYKType runepJjiekceMbl. 3Hak "+" Ha nepecedeHuu
oCcH 3Ha4YeHMit JieKceMB! M ocM  3HaveHmit
TMIepJieKceMbl TIOKA3BIBAET, 10 KAKMM 3HAYEHHAM
ocyllecTBJIAETCH  JIEKCMKO-CEMaHTHYeCKaf  CBA3b
MeSKIY 3JIeMeHTaMM FUIepJeKceMbl.

TexcTr!l TONKOBaHMI 3Ha4YeHMM KasKZOro U3 CJIOB,
BXOAALIMX B JAHHYIO TullepJeKceMmy, AaloTcA
OTAENLHLIMIM  CIIMCKaMH. OTchIKa K HYKHEIM
TOJIKOBAHMAM OCYLLUECTBJSETCH 3a CYeT COBMaAeHUA
HOMepoB 3HadeHM)i JIeKCeM B TeKCTe TOJKOBaHMI
3HayeHMit - M B  CXeMe  CJOBApHOM  CTaTby
TUMepJeKCceMsl.

TlokaskeM nsiA NpuMepa cXeMy CJIOBAPHOM CTATHM
ruIepJexceMbl Haposl.

B  npeanaraeMoM
npepAcTaBJeHUA

criocobe
JIEKCUYECKOTro

CJIOBADHOT'O
MaTepuaJia

[pO3payHo’ NPOCMATPMBAIOTCH Hge TOJNBKO HUTH,
CBA3SLIBAIOILME CEMAHTUYECKME ofLembr JsekceM C
COBOKYTIHBIM ceMaHTHYecKuM 06bemom
rMIepJieKceMBl, HO ¥ JIEKCUKO-CEMAaHTHYeCKUe CBAGH
MEeXJY OTAeJbHbBIMU JIEKCeMaMu B cocTaBe
runepJexcemsl. Bo-nepBLIX, Mbl nMeeM unbopMaumio
0 cyioBooGpa3oBaTeNIbHOM aKTMBHOCTU TOrO MaM MHOro
sHaueHus. B rumepiexceme - Hapop, Hampumep,
Hauboslee aKTHMBHBIM 3Ha4YeHMEM HBJAeTcA 1-o0e
3HaYeHMe, KOTOPOe peasM3yeTcA BO BCeX JIeKCceMax.
MeHee AaKTUMBHBI 3-e, 2-0e M 4-0e 3HayeHMUR
(peaymasylorca B "IABYX JleKceMax),
caoBooGpasoBaTebHbIE MOTEHUMAN OCTAJNBHBIX NATH
3HaueHMii paBeH HYJO. Bo-BTopbIX, 3pmeck Haraagmo
IpejcTaBjieHa . KapTMHA  JIEKCMKO-CeMaHTHYecKoil
COOTHOCUTEJNbHOCTH TPOU3BOIHBIX u ux
MPOM3BOAALLMX, I[I0Ka3aHO COOTHOLIIEHME  MX
ceMaHTHM4eCcKMX  o06bemos. Tak, wHanpumep,
ceMaHTHYeCKUii 00beM NPOM3BOAHOTO HAapPOAMBIA
BKJIOYAaeT BCe  SHAYeHMs CBOETo IPOM3BORALLETO
Hapo& M, KpoMe TOroO, pasBMBaeT  cBoM
€aMOCTOATENbHbBIE 3HaYeHMA. CemaHTH4YecKan
CTPYKTYpa TPOMBBOAHOrO - HAaPORHOCTE  TaK¥Ke
cTpouTcA Ha ba3e ofHOro 3HaYeHMS NMPOUIBOXALIErO
HapOMHbIf ¥ Ha OCHOBE Pa3BMTUA CAMOCTOATEJbLHBLIX
3HayeHmit. VI, HakoHel, MBI MOXeM CYAUTL O
KOJMM4ecTBe HOBLIX 3Ha4YeHWA y  JAepuMBaTOB, ©

CTETIeHM  YCJOXKHEHHOCTM  MX'  CeMaHTUYeCKol
CTPYKTYPBL.
KBaHTUTaTUBHO-CHCTEMHOE uccHeqoBaHNe

cNoBapsA rUIepJieKceM II0Ka3alo, YTO TMIepJIeKceMa,
Kak ¥ mobaA apyrad eAMHMLA JeKCUYEeCKoH
TIOACHCTEMBI A3bIKA, obianmaer BecbMa
CYLLUEeCTBeHHBIMM KBAHTUTATUBHBIMMU CBOMCTBaMM.

O06BbexkToM KBaHTHM(MKALMM HBJSETCA KaXKaas
OTAEeNLHAA THIEepJeKceMa, KOTOPOi OvlM NpMImMcaHbl
Clefylole KONNMHEeCTBEHHblE XapaKTEPUCTUKM -
4acToTa, ceMaHTHM4YecKuii ofbeM, JiexceMHBIME o6BbeM,
KaTeropuaJbHbIit 06bem. '

Yacrora ompegenfAnack IyTeM CYMMMPOBaHUA
4acTOT BXOAALIMX B Hee JekceM. MHdopMmauua o
CeMaHTUIECKOM 2 JIEKCEMHOM obbemax
rurepryieKceMs! B SKCIVIMIIMTHOM BHMAe MpeAcTaBJieHa
B chnosapHolt ctartbe. Tak, B TIuIeplekceMy Hapox
BXOAMT 7 JNleKceM, a ceMaHTH4Yeckuit o6LeM ee paBeH
10.  KaTteropmanuusiit obbem Xapaxkrepuayer
criocobHocTs  JlekceMel coueTaTh B cele cBolicTBa
HeCKOJLKUX uacTelt peun omnoBpemenHo. Hanpumep,
B TUMepJieKCeMe HapOAl MMEIOTCA  IpeACTaBUTe M
ABYX 4acTeli peud, cliefOBaTeJIbHO, KaTeropuaibHhI
o6beM 2Tol JleKceaMBl paBeH 2.

B pesyJbTare TIO3TAITHOTO ©  CHUCTEMHO-
KBAHTUTATUBHOrO aHajM3a ObINO YCTAHOBJIEHO, YTO
3aBMCHMMOCTE  YacTOTHl TIMIEpPJIeKCeMBI OT ee
CeMaHTH4eCKoro obrema OGimaka K npamoli
MpOTOpIMM - € POCTOM YACTOTBI TUMEpJeKCeMbI
Bo3pacTaeT ee cemauTudeckuhi  obbem. Ilpuuem,
TUIepJIeKCEeMBI, copMMpoBaHHBIE  Ha Gase
cysebHLIX U monycyxebHbIX uacTel peun, umeior
4acToTy, 3HAYMTENIBHO ' TNPEBLINAIOLYI0O HaCTOTy
TUIIepJIEKCeM, copMMpPOBAHHBIX ~ Ha Gase
3HamMeHaTeJbHBIX JiekceM. Tax, Hanpumep, caman
HMIKAA YacTOTa JUIA IUriepiieKceM, copMUPOBAHHEIX
Ha 6age cyyxebHbIX M nomycnyxe6HbIX c/ioB paBHa
coorBercrBento 653,0 u 859,7, a mnam runepnexcem,
copmMpoBaHHEIX Ha Gase 3HAMeHATENLHBIX JIeKCeM
M3 PA3HBIX YACTOTHEIX AMANA30HOB, OHa paBHa 15,6
(£ >=500) u 6,9 (£ = 10). '
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CemanTnyeckmit obbeM runepJexceMbt
CYLIIeCTBEHHO 3aBMCHT OT ee JIEKCeMHOro ofnema.
Beapb Kasjan ua JeKceM, KaK NpPaBujo, BHocUr cBOR
BKJIAl B COBOKYIHYIO CeMaHTU4YEeCKYIO c'rpyjcrypy
runepnexcemsl. IIpuyem, TUIePNIeKCeME! ¢
KoJM4ecTBoM 3SHadeHuMit or l-ro go  4-X,
chopmuposanisie Ha 6ade 3HAMEHATeNLHLIX c0B Y3
GoNlee BLICOKOTO YAaCTOTHOTO AMANA30Ha, OTIMYAIOTCA
MeHbUIMM JeKCeMHBIM 06beMOM, YeM rumepeKceMsl
TaKMM e KONM4eCTBOM SHavueHuii, ccopMupoBaRHLIS
na Gaze cpefIHEHACTOTHEIX CNOB. J{nA rumepJeKceM,
NIOSTYUEeHHBIX OT. CHYMeOHBIX i mosmycaysebHbIX CIOB,
3Ta 3aBUCHMMOCTL MMEeT MHOrO OTKJOHeHWH ¥ He
ABJIASTCA CTOJIL BhIpasKeHHo. OT0 CBA3AHO Npene
Bcero ¢ TeM, 4TO cayxebuan u nomycayxebuasn
JeKCHKA OT/IMYAeTcs, ¢ OfHONA CTOPOHBI, BLICOKOH
nosmceMuelt, a ¢ apyroft  CTOPOHH,  HUIKMM
cnoBoo6pasoBaTeNIEHEIM TTOTEHLIAIOM.

C pocToM cemanTH4ecKoro ofbeMa runepieKceMnl
NPOTIOPUMOHANLHO BO3PACTAET e KATeropuasbHbi
obsem. ¥V  runepsexceM, TMONYYEHHBIX  OT
3HAMEHATeNLHBIX CJIOB, KaTeropuaibHsii  ofbem
SHAYMTENBLHO  Bbillle, YyeM Yy Truneplexcem,
TIOJTYHeHHBIX 0T CHYHKeOHBIX M MONyCTy KeOHBIX CIOB.
Io-BuamMoMmy, 10 obbAcHAETCH HM3KOM’
cyioBoobpasoBaTeNbHOA AKTHBHOCTHIO CyXeGHOA w
nosmycaye6Holt  JleKCHMKM, KOTOpas B MeHbluedH
creneny cnocobra k o6padoBaHuio pa3HoobpasHLIX B
YaCTepPeuyHOM  OTHOUIEHMM  TNPOM3BOAHEIX  CJIOB.
Crys#ebrble coBa ecys ¥ 06pa3yloT Npou3BOAHLIE,
TO 3aYACTYI0 3TO NPOM3BOAHLIE TON e UaCTH peun,
npasaa, ¢ fobapnenneM Kakoro-ymGo yCHAOKHAIOLIEro
WM yrouxsmowlero anementa. Cp., Hanpumep, frae -
rae-ymbo, rae-unbyns, rae-To, HUrAe, Koe-TAe,
Herpe, 3a - M3-3a, TII0-38; MEKAY - NPOMENXAY,
Mex, IpoMe)x; HaZA Mo-Haja; Koraa - Korja-smsbo,
xorma-uuGyab, Korma-To, KOe-Koraa,  HMKOraa,
Hexorna, Mol - mo-moemy ¥ np. Hanpomus,
GONBIIMACTBO  3HAMERATeJBHEIX cnoB  crocobHO
BLICTYIIATL B KadecTBe MOTHBMpYloine# Gasm ann
cnos mnpakTudecku Bcex 4acreit  pewn. Taxum
ofpasoM, MOXHO KOHCTATMPOBATB, WTO C pPOCTOM
YMCAA CNOB PAasHBIX uacTedl pewrs, BXOAAUMX B
runepieKceMy, pacrteT ee ceManTHYecku#t obpem.
Beap KaXasA JNexceMa, BXOAAILAS B MMepJeKceMy,
uMeeT B cBoelt ceManTH4YeckoR CTpyKType Xors 6m
OfHO, & MOXKEeT M HeCKONbKo, crewIriHLX AN
Hee, KaK mpejcTasuTens Toil WNM WHONR YAaCTH peyn,
3RAMENMA.

B Hacrominee BpeMAa mnpoaomxaerca paGora mo
KBAHTHTATHBHO-CHCTEMHOMY  MCCJEAOBAHMIO PAAA
APYTMX TAPaAMeTPOB CJOBADA IMTIEPJIEKCEM, TaKMX,
xax 1) cHna ceMaHTHWeckoil cBA3IKM MemIy
OTACNLHLIMM  WJAEHAMK  THIepJeKceMbl, 2)
SABMCUMOCTD MEXAY THIIOM CJIOBONPOM3IBOACTBA
NPOU3BOAHOTO M CTENeHbLIO CeMAHTHYeCKO/ cBA3M ¢
npouaBoAMUKM, 3) 3aBMCHMOCTH MEXAY THUIIOM
Jexcudeckoro sHavenus (ocHoBHoe, nepudepuinoe,
npsAMoe, MepeHocHoe) ¥ CTeNeHbIO ero AXKTHBHOCTH B
OPraHM3aliMM COBOKYMHOro ceMaHTHHeckoro ofneMma
runepaexceMul ¥ TJ. :

" OT™M ¥ HexoTopmle apyrue manuble GymyT
cnocobcTeoBaTh,  Gosee riyGoxoMy — MOHMMAHMIO
NPUHIMMOB YCTpoicTBA  Jexcutieckoit MoACKCTeMb
fI3LIKA, A TAK)Ke YIIECTBEHHO JONOJNHAT KAPTURY
JleKCURO-ceManTHYecKoi COOTHOCHTELHOCTH
MPOUSBOAHLIX M NPOM3BOAALIMX CJIOB B PYCCKOM
A3bIKE.

-
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Ilpumeuanusa

(1) O ‘"nexcuxorpacguueckoit NApaMeTPU3ALIH
A3bIKa" cM. [6-6)

(2) Hamuume u30MOpPdu3aMa B OTHOLUSHUAX MEMAY
cdopMamyt cJOBOM3MEHEHUA 3 MeKAY OTREILHLIMK
cydduKcanbHbBIMH NIPOUBBOHBIMH M ux
NpOM3BORALMMY HEONHOKpaTHO mnoAYepKUBaNM A
Iiosepuya [4, ¢. 2, 3], TO. Bunoxyp [3, ¢ 438), JIB.
IMep6a (12, c. 75, 76]. (3) Cw. [2], [7], [8], [9}

(4) BaBucuMOCTs ceMauTyyeckoro ofbema or
9aCTOThI ynorpebnenma caosa sBnepebie Gbuta

_ccropmymposana [k Liundon [13).
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~ An Attempt of Quantitative-Systemic Study of

Russian Hyperlexemic Dictionary
Karimova G.O.

Summary:

The paper describes principles of choosing hyperiexcmes as
units of language lexical system. Principles of creating
hypriexemic dictionary of Russian are suggested. Some of its
quantitative-systemic characteristics are present.

Towards the Principles of Segmentation of a Coherent Text

Qualico-94

M.G.Boroda
Ruhr University at Bochum, Germany
Phone; (+49) 2323-38-98-82
Fax: (+49)2323-38-98-11

Topical paper

AREA.: Textual units and structure

Summary:
The paper discusses the segmentation of a coherent text as a
general problem of quantitative-systemic text study.

Basing the considerations on the analysis of such
“absglulely coherent, undividable" texts (having in their
fixation no segmentation sings) as musical ‘ones, it is
demonstrated that:
}. the formation of units of different levels in a musical text
is subject to general principles actual in music of at least
17th to the 20th century
2. each unit is build of units of lower level; its formation is
based on the metrorhythmic relations of the neighbouring
constituent units - in particular, on their relations as to the
length, resp. their position in a measure
3. the basic relations and general principles governing
segmentation of musical texts prove to be actual for texts
written in natural language - especially for poetic texts, were
they regulate the building of verse lines.

Specifically, the study showed that the verse lines, or (in
rather exclusive cases where the verse line is clearly divided
into [as a rule] two parts) their parts are build by an
“attraction” of a word to the following longer word (that is
to say, to of a word consisting of more syllables) and the
"attraction" of a word to the previous more stressed word,

and some other tendencies which are based on the relations
of the neighbouing word as to their length in syllables, resp.
their grade of metric accentuation. ‘

Similar forces prove to decide upon the isolation of

basic (motif und mictomotif like-) unpits in music (in a
melody). Specifically, these units are isolated by (a) a
tendency of a tone to the next tone larger in duration, and
(b) a tendency of a tone to the previous metrically stronger
tone.
4. the frequency of occurence of rhythmic structures of verse
lines proves to be similar for lines with different metric
structure and analogous to such distribution for musical
texts.

The paper suggests a general method for studying
segmentation processes in a coherent text, based on the
classification of the relations of its elementary units as to the
length and the degree of accent.

O nmpuanMnax cerMeHTalMyM CBASHOrO
TeKcTa

Bopona MT.

Pesiome:

B pabGore ofcympaerca CerMeHTallMfA CBA3HOro
TeKCTa Kak obwmast npobjieMa ero KBaHTMTaTUBHO-
CHUCTEMHOro U3ydeHMH.
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Synergetic Generative Grammar

George Silnitsky
Smolensk State Pedagogical Institute
Russia, 214000 Smolensk, Przhevalsky st., 4
Phone: (081-22)-37700

Topical paper

AREA: Synergetics and Linguistics

Summary:
Problems of applying concepts of synergetics to linguistics
are discussed.

1. One of the main problems of synergetics consists in
an exposition of the factors determining the genesis of
complex structures of a higher (derived) level from simpler
units of a lower (initial) level. We have here the nontrivial
problem of the origin of qualitative novelty, irreducible to
a sum of the qualities of the constituent elements; in
philosophical terms, it is the perennial problem of
predeterminism. vs chance, frecdom vs necessity, spontanity
vs  predictability, emergent creation vs mechanistic
reductionism.’ )

We shall distinguish between three main types of
interlevel synergetic (generative) relations determined by
the type of the derived unit.

1) "Energic” generative relations are connected with
various transformations of physical energy resulting in a
genesis of new material sructures - physical, chemical or
organic (biological).

2) "Informational® generative relations represent
various transformations of information in the human (or
animal) psyche resulting in a genesis of semiolic
(communicative)  structures serving as bearers and
conveyors of information.

3) "Social” generative relations constitute a combination
of the first two types of relations resulting in a genesis of
new social structures and human interrelations.

Independently of these three types, we shall differentiate
between intentional and nonintentional
generative  relations  (respectively  determined  or
undetermined by individual human volition).

The present paper is dedicated to a consideration of
some synergetic aspects of the genesis of speech
structures (sentences) and thus pertains to the sphere of
intentional informational generative relations.

2. Speech-generating activity is synergetic in its essence.
This is manifested in two main ways: in the syncretic
fusion of several meanings and functions of onc and the
same form and in the mode of formation of complex units
from simpler ones.

Synergetic syncretism may be illustrated by the
concomitance of several grammatical meanings of a
flection or of several multilevel functions of a base. In the
latter case bases, besides expressing lexical  meanings,
convey different types of grammatical information -
morphological (every base pertains to a certain part  of
speech) and syntactic (every base is characterized by a
228

set of valencies, i.c. a system of governing functions). -
On another level of investigation the Synergetic
approach throws new light upon the nature and volume of
human language competence, in particular upon the
mechanism which allows the average to hold in
his language memory an incredible amount of word-forms,
reaching in some languages (Such as Basque or Archinsk)
the astronomical number of hundreds of thousands per

verbal base.- The synergetic viewpoint is that wordforms -

are initially represented in the individual language
competence not as "ready-made" units automatically
reproduced in speech, but in the dismantled form of
disparate bases and morphological paradigms, stored in
the memory as two secparate lists and operationally
assembled in the very process of speech.

But the main manifestation of the synergetic nature of
language is to be seen on the syntactic level, in the process
of sentence generation. *

3. This process has in the last decades constituted the
subject matter of N.Chomsky’s transformational
generative grammar. Sentence generation is  modelled

here as a series of formal transformations of a constant, -

apriori given content - the "basic”, or “deep” structure.

The goal of synergelic generative grammar, in distinction
to its transformational counterpart, is an elaboration of
an emergent model of sentence gencration where the
sentence is treated as a qualitatively new unit of a
higher level, irreduceble to any initial complex unit.

The notion of valency plays a cricial role in the
synergetic model. The generative role of valency is
determined by the fact, that lexical bases (lexemes)
synergetically combine two aspects: substantial and
relational.  Substantional characteristics (lexical:
meaning of the lexeme; grammatical: its morphological
form) refer to the lexeme itself. The relational features of a
lexeme characterize it functionally, through its relations,
grammatical and semantic, with other lexemes in the
structure of the sentence. Fron this point of view, every
lexeme "inducts” two parallel, mutually independent sets of
*positions” (“parts of the sentence”), syntactic and semantic,
dyadically interrelated with onc another. Each “vertical®
correlation of a certain syntactic with a certain semantic
position, inducted by a lexeme, will be termed a
"functionally combined”, or “bilevel” position (further
referred to simply as "position®). ’ ,

The connection between lexemes in a sentence s
determined by the fact that the positions inducted by a
lexeme are “filled in® by other lexemes, whercas the first
lexeme, in its turn, constitutes the substantial content of
a position, inducted by some other lexeme. We shall qualify
the valency of the first lexeme as "descendent” in the
first case and "ascendent” in the second.

4. The set of lexemes stored in the language memory of
a speaker and his ability to arrange them into sentences
constitute his "language competence” (as understood by
N.Chomsky). Byt it should be noted that this language
competence does not generate speech endogenously, "from
within itself", but serves as a means of verbalizing a certain
message (“communicative content’
determined by extralinguistic factors,

Thus, in the framework of the synergetic model, in
distinction to the transformational approach, the genesis of
the sentence is determined not by a single generative system,
Fmt by the interaction of two initially autonomous
informational complexes - the communicative content
and  the language competence, cach of which is
characterized by its own specific set of components and
principle of organization. Both these initial complexes
are diffuse and multidimensional, while the sentence
generated by their interaction has a unidimensional
discrete structure. The synergetic process is thus connected
here with a radical simplification of the two initial
complexes, with an ultimate reduction of their
dimmsional  parameters and a stricter syntagmatic

.organization of the elements selected.

The genesis of speech being an intentional process,
the synergetic model of sentence generation must include
a third autonomous component - the communicative
purposec of the speaker, ie. the motive force that
brings into interaction his language competence with a
certain communicative content.

5. The syntactic basis of the sentence is constituted by the
predicative relation between the grammatical
subject and the preicate. Traditional grammar treats both
these syntactic positions as the "main parts of the
sentence”, whereas in L.Tesniere's valential syntax it is
only the (verbal) predicate that is regarded as the "nucleus"
of the sentence, while the subject is considered as an

"object in the nominative case".

It should be noted, however, that the predicative relation
is characterized by a bilevel structure, a synergetic junction
of two discrete syntactic relations: the predicate not
only "governs" the nominative case of the subject but
likewise agrees with it in number and gender (in
languages where  these morphological categories are
represented).

Besides this double syntactic function, the subject has
some other characteristics which bespeak its specific
syntactic status in the sentence:

1) The subject is the most frequent, and in some
languages (e.g. English) - the only obligatory element of the
predicative environment (in the indicative mood).

2) The subject is the only part of the sentence that is
always directly connected with the predicate and therefore
serves as its "syntactic marker"..

3) The nominal subject is always represented in the
nominative ocase (and is thus "morphologically marked").

These characteristics of the subject determine its specific
communicative function. As stated above, the genesis of
a sentence consists in a transformation of a certain
multidimensional communicative content into

unidimensional syntagmatic structure. Any  linear
sequence has a certain beginning, The main function of the
subject is precisely that, independent of its meaning, it
comstitutes such a "starting point" in the construction of the
sentence.

From the formal point of view, the fixed morphological
form of this syntactic position, independent (in distinction
to all the other types of verbal complements) of the lexical
type of the verb, allows the speaker to choose a certain noun
as the subject at the very outset of the sentence-generating
process, before the other components of the sentence (in
particular, the predicate) find their explicit verbalization.

In the scmantic line this initial subject highlights that
element of the communicative content which presents itself
to the speaker as the optimal juncture of his language
competence with the informational complex undergoing the
process of verbalization. )

The proposed definition of the subject, in distinction to
the notions of "theme", "lopic" etc., is of a purely functional
nalure: it is based not upon semantic criteria, but upon
consideralions of "convenience" (from the speaker's point
of view) in the deployment of the sentence on the
background of the preceding and in the perspective of the
following context. In principle, any element of the
denotational situation may be expressed by the subject,
thus fixing a certain perspective for the subsequent
construction of the sentence. On this functional-
communicative criterion the subject may be termed the "¢ x -
ponent" of the sentence.

The second stage in the process of sentence
generation consists in filling in the position of predicate
with an appropriate verbal lexeme. inducted by the subject
semantically (in conformity with the communicative content)
and grammatically (through the syntactic relation of
agreement). The fact that it is the predicate that agrees with
the subject, and not vice versa, demonstrates the
secondary communicative function of the former in the
sentence.

On the other hand, the predicate, characterized by the
most diversified and ramified descendent  valency.
constitules  the structural nucleus of the sentence
determining its syntactic framework. On the basis of this
structure-modelling  function of the predicate we can
designate it (together with its descendent syntactic
environment) as the "exponate" of the sentence.

Thus, the synergetic process of sentence generation
consists of two discretc operations: a) - the singling out
from the multidimensional continuum of the
communicative content of a "supporting clement" ("point
d'appui”) of the forthcoming sentence and designating it
by a noun in the nominative case, and b)the junction of this
initial basic element with a  semantically adequate
“superstructure” with the predicate in the nuclear
position. In other words, the genesis of the sentence is
determined by a consecutive choice and junction of a
certain exponent with an appropriate exponate.

As shown above, the cxponent in its typologically
constant form (nominative case) is mainly oriented on the
communicative content, while the valential structure of the
exponate is to a large degree determined by the specific
grammatical system of this or that particular language.
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It follows that the bicomponentional functional strycture
of the sentence reflects the synergetic interaction of its
two generating informational complexes; our thesis that
the synergetic process as  such delermined by an
interaction of two (or mor¢) autonomous systems thus finds

its corroboration not only at the initial. byt likewise at .

the resultant phase of sentence generation.
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